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IDENTITY THEFT: INNOVATIVE SOLUTIONS
FOR AN EVOLVING PROBLEM

WEDNESDAY, MARCH 21, 2007

U.S. SENATE,
SUBCOMMITTEE ON TERRORISM, TECHNOLOGY AND HOMELAND
SECURITY,
COMMITTEE ON THE JUDICIARY,
Washington, D.C.

The Subcommittee met, pursuant to notice, at 2:37 p.m., in room
SD-226, Dirksen Senate Office Building, Hon. Dianne Feinstein,
Chairman of the Subcommittee, presiding.

Present: Senators Feinstein and Kyl.

OPENING STATEMENT OF HON. DIANNE FEINSTEIN, A U.S.
SENATOR FROM THE STATE OF CALIFORNIA

Chairman FEINSTEIN. This Subcommittee will come to order.
Senator Kyl and I have participated in this Subcommittee now for
something like 12 years, I think.

Senator KYL. Going on 13.

Chairman FEINSTEIN. Going on 13, back and forth. He has been
Chair more than I have, but, of course, I hope to change that
record. But we have been able to work very well together over
these many years, and I appreciate that so much.

Today we are going to talk about identity theft. Identity theft is
a crime that has many, many victims, and all of them innocent con-
sumers that can be victims of a theft when a criminal gets hold of
sensitive information like a Social Security number, a driver’s li-
cense, then becomes them and builds up debt in the consumer’s
name.

The victim might not even know about the problem until he or
she applies for a mortgage or a car loan or a job that requires a
background check or finds out their credit is really shot. Suddenly,
that new house, the new car that is needed for the daily commute,
or even the job opportunity is out of reach.

It might be less obvious, but businesses are also major victims
of identity theft. Under recent estimates, the business community
loses as much as $48 billion a year in fraudulent transactions that
involve stolen identities.

And, finally, our economy as a whole suffers from the chilling ef-
fect of identity theft. People who are worried about the security of
their personal data will avoid making purchases that might put
that data at risk.
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Commerce on the Internet is stifled. And when consumers have
fewer options for online commerce, there is less of the competition
that fosters innovation and economic success.

Since the beginning of 2005, which is just a short time ago, over
100 million data records containing individuals’ most sensitive per-
sonal financial data, health data, other kinds of data, have been ex-
posed due to data breaches. And that works out to about one in
every three Americans. It could include the most personal data of
n}llany people in this room, and I will bet you do not even know
that.

Some people whose data has been breached do not know they are
at risk. Some States require notice to affected individuals when a
breach happens, and others do not.

I believe it is really important to ensure that people know when
their data has been exposed. The law actually allows people to take
steps to protect themselves from identity theft, but that is of no use
unless somebody knows they are a potential victim or have been
a victim. So that is why I introduced the Notification of Risk to
Personal Data Act.

This legislation would require Federal agencies and businesses
all across the country to give notice of data breaches involving sen-
sitive personal information, unless they concluded—and the Secret
Service agrees because they have the know-how—within 10 days
that there is no significant risk of harm to the people whose data
was breached.

Today we will talk about why this legislation is needed. We will
hear from representatives of the Department of Justice and the
Federal Trade Commission, which are leading an Identity Theft
Task Force that the President created last year.

I am very proud that my home State has been a leader in this
fight, and the Nation’s first State agency devoted to privacy protec-
tion actually opened in California in 2001, and the head of that
agency is here as a witness today.

One of the steps that California took was to enact a law that re-
quires businesses and Government agencies to send people a notice
when their sensitive personal information is acquired in a data
breach.

Because of that notification requirement, in 2005 Senator Kyl
and I learned that over 160,000 records with personal data were
accessed in a data breach at a company called ChoicePoint. Now,
many consumers never even heard of ChoicePoint in 2005, let alone
even knew that the company was holding their personal data. Yet
on that day over 160,000 people were, in fact, put at risk.

More recently, in November of last year, the University of Cali-
fornia at Los Angeles discovered that a computer hacker had
accessed the personal records of up to 800,000 faculty, staff, stu-
dents, and applicants. Now, UCLA fortunately did the right thing.
They sent notices to everyone that was affected, so we know it can
be done. The University also set up a toll-free hotline for the af-
fected individuals to get more information. An official from UCLA
is here as a witness to describe the University’s experience and
show why it is important to give notice of breaches.

Last year, the Federal Trade Commission received 250,000 com-
plaints of identity theft. And even though California is a longtime
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leader in the fight against this crime, five of the ten cities with the
highest number of complaints per capita were in California.

The problem of identity theft is persistent, and it is not going to
be solved without a strong effort from Congress and from all those
who investigate and prosecute identity thieves.

Now, my bill in the last session, Senator Kyl, was included as
part of the Specter-Leahy bill on identity theft. It did not go any-
where. I wanted to break just this data breach part free from the
bigger bill and get it passed so people could be notified.

This year the bigger bill was introduced with some changes that
are problematic, and, therefore, it is stalled. So I have reintroduced
this bill separately with the hope that we could at least move this
bill so that people whose information was at risk could at least be
notified. I think it is pretty much basic and simple, but hopefully
we will be able to move it shortly.

I would like to turn it over to you now for any comment you
would like to make, and then I will introduce the panels.

STATEMENT OF HON. JON KYL, A U.S. SENATOR FROM THE
STATE OF ARIZONA

Senator KYL. Thank you very much. Senator Feinstein, thank
you for calling this hearing and really for years of hard work in
helping to lead the effort to deal with identity theft. Much of the
legislation that Congress has enacted is due to your initiative and
work that we have done here in this Subcommittee. In fact, I had
my staff check. We have held eight hearings in the last 9 years in
this Subcommittee on the subject of identity theft and financial pri-
vacy and security for our citizens, and a lot of the information that
has come from the hearings has resulted in legislative activity.

As Senator Feinstein noted, identity theft is one of the fastest-
growing crimes, not just in America but in the world. According to
an article in the Baltimore Sun, identity theft-related crime cost
business and individuals—almost the same number you had—near-
ly $50 billion in 2006 and an estimated 8.4 million Americans were
victims of ID theft in 2006, about 1 in 25 people. If you just stop
and think about that, it is a lot, especially if you consider that the
young and the elderly are especially targets for this crime.

My home State has the dubious distinction of being, and I will
quote from an FTC report from February 7th of this year, “an ID
theft hotbed,” posting more per capita complaints than any other
State in the year 2006. Last year alone, there were 8,146 victims
of identity theft in Arizona, the fourth consecutive year Arizona led
the Nation in per capita ID theft.

I recently met with Todd Davis, who is the CEO of LifeLock,
which is a company that offers a proactive solution for individuals
concerned about this problem. For $10 a month, LifeLock will set
alerts on a customer’s credit reports at each of the major credit re-
porting agencies, and once the alerts are set, the credit reporting
agencies are required to contact a customer personally to verify the
legitimacy of any credit activity that is occurring. These alerts,
which the company renews periodically, help prevent the unauthor-
ized use of an individual’s personal information after that person
has become the victim of identity theft.
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I mention this just to note that the private sector is coming up
with some innovative solutions as well, which, combined with what
we are doing here, hopefully can reduce the incidence and the sig-
nificance of the problem.

According to Arizona Attorney General Terry Goddard, there is
a high correlation between ID theft and methamphetamine use.
Meth users typically steal identities in order to feed their habits,
he says. An October 2006 article in the Washington Post also dis-
cussed this relationship and said, “Unlike other drug users, those
on meth stay up for days and can become absorbed in methodical,
repetitive tasks, creating a high correlation between meth abuse
and identity theft crimes.”

In fact, an investigation by the Tucson Police Department and
the U.S. Postal Service recently led to the arrest of a number of
members of an ID theft ring that was mostly made up of heavy
methamphetamine users.

Another cause of identity theft in this country is illegal immigra-
tion. U.S. Immigration and Customs Enforcement agents recently
arrested nearly 1,300 illegal aliens as part of an ongoing investiga-
tion into a large identity theft conspiracy. The ICE operation,
known as Operation Wagon Train, targeted a large meat-processing
company in six States and uncovered illegal workers from eight
countries. According to the head of ICE, Homeland Security Assist-
ant Secretary Julie Myers—and I am quoting—*“The use of fraudu-
lent documents by illegal aliens seeking employment has been a
significant problem. In recent years, however, this fraud has
evolved into a disturbing new trend. Now, instead of obtaining
fraudulent documents with fraudulent identities, illegal aliens are
buying genuine documents using identities of unwitting U.S. citi-
zens.”

Terrorism is another cause of ID theft. In 2002, Dennis Lormel,
Chief of the FBI’s Terrorist Financial Review Group, testified be-
fore this Subcommittee that identity theft was a key catalyst for
terrorist groups. Also at that hearing, John Pistole, Acting Assist-
ant Director for Counterterrorism at FBI, testified that financing
of terrorism is facilitated through identity theft and that terrorists
use identity theft to obtain cover employment and access to secure
locations.

So we have a multitude of problems and relationships, all nefar-
ious, with this problem of ID theft, and I applaud the Chairman
for examining further the adequacy of our ID theft laws today.

I want to tell you also in advance that at 3:15 I am supposed to
go to the floor to offer an amendment, so I hope I will be able to
at least hear from the first panel, but I might miss the second
panel. If I do, I apologize, and I will be anxious to read the tran-
script of the hearing later.

Thank you again, Senator Feinstein.

Chairman FEINSTEIN. Thank you very much, Senator Kyl.

I thought your comments were very interesting, and I look for-
ward to working with you.

Let me get on with the first panel. I would like to introduce the
witnesses. I am going to ask you if you could confine your remarks
to 5 minutes so we have an opportunity to go back and forth.
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Ron Tenpas is the Associate Deputy Attorney General for the
United States Department of Justice. He was appointed in Novem-
ber of 2005. He serves as Executive Director to the President’s
Identity Theft Task Force. His other duties include coordinating
the work of the President’s Corporate Fraud Task Force, overseeing
initiatives and work relating to health care fraud enforcement, and
reviewing legislative and policy proposals to prevent and punish
misconduct by corporate and public officials.

Before his appointment as Associate Deputy Attorney General,
he served as a U.S. Attorney for the Southern District of Illinois—
so we know there is life after—and was an Assistant U.S. Attorney
in the District of Maryland and the Middle District of Florida. He
was a law clerk to Chief Justice William H. Rehnquist. He is a
graduate of Michigan State University, the University of Virginia
Law School, and earned a degree from Oxford University as a
Rhodes scholar.

Lydia Parnes is the Director of the Bureau of Consumer Protec-
tion of the Federal Trade Commission, which is one of the FTC’s
two law enforcement bureaus. The Bureau is the Nation’s only gen-
eral jurisdiction consumer protection agency. This Bureau enforces
a wide range of laws designed to prevent fraud and deception in
the commercial marketplace, to protect consumers’ privacy, and to
provide consumers with important information about the goods and
services they purchase.

Ms. Parnes joined the FTC in 1981 as Attorney Advisor to the
Chairman. During her career, she has held a number of manage-
ment positions, including Deputy Director of the Bureau of Con-
sumer Protection from 1992 to 2004. She received her J.D. from the
Washington College of Law at American University.

Welcome, both of you. Mr. Tenpas, if you would begin, that would
be excellent.

STATEMENT OF RONALD J. TENPAS, ASSOCIATE DEPUTY AT-
TORNEY GENERAL, DEPARTMENT OF JUSTICE, WASH-
INGTON, D.C.

Mr. TENPAS. Thank you. Good afternoon, Madam Chairman and
Ranking Member Kyl. I appreciate the opportunity to testify on the
important issues that are the focus of today’s hearing. Madam
Chairman, we are grateful for the Committee’s role in addressing
the problem of identity theft and appreciate the legislative leader-
ship that you personally have demonstrated in this area. You were
a leader in the adoption of the Aggravated Identity Theft Penalty
Enhancement Act of 2004, which gave Federal prosecutors impor-
tant new tools in prosecuting this crime. We have made extensive
use of that statute, and the Department of Justice shares your con-
cern and interest in finding new ways to address this problem.

The Department of Justice remains committed to aggressively
combating the problem of identity theft working in concert with our
many other Federal agency partners, such as the FTC, that play
equally important roles. The precise scope of identity theft escapes
uniform quantification; however, as you noted, it is clear that iden-
tity theft affects millions of Americans every year, cheats Ameri-
cans of tens of billions of dollars, and as a result, demands contin-
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ued attention across Government, in the private sector, and by in-
dividual citizens.

The Department has aggressively sought to address this growing
problem on parallel tracks. The first is our longstanding and con-
tinuing role as the leader of national law enforcement efforts. Our
prosecutors continue to investigate and charge criminal identity
theft cases every day all across the country, and in my written tes-
timony, I have given a number of examples that range in scope of
the cases that our prosecutors have been working on. They do so
working closely with our agents in the FBI and with other impor-
tant law enforcement partners, such as the Secret Service, the
United States Postal Inspection Service, the Social Security Admin-
istration’s Inspector General, and State and local authorities.

Our Department brings cases involving identity theft under a va-
riety of statutes, including mail and wire fraud, statutes criminal-
izing the misuse of Social Security numbers and of credit cards,
and statutes relating to postal theft. And as you alluded to, because
identity theft is so often interwoven with other crimes, for example,
the methamphetamine problem that you alluded to—that is a mat-
ter I am personally familiar with especially in my time as U.S. At-
torney in Southern Illinois. Even to concentrate on the fraud stat-
utes probably underestimates the work that we do related to iden-
tity theft because so often we are using other statutes to go after
people for whom identity theft may be a means to a bigger and
even more—at least as important crime.

But let me cite one particular example. We have prosecuted more
than 700 of America’s most serious offenders in the last 2 years
using the new 2-year mandatory minimum penalty that is provided
for in the Identity Theft Penalty Enhancement Act, which I alluded
to a moment ago and which this Committee and you, Senator Fein-
stein, led the legislative efforts to create.

Our second role at the Department has been to work closely with
our colleagues at the FTC to lead the work of the President’s Iden-
tity Theft Task Force, which the Attorney General chairs and the
FTC Chairman co-chairs. The task force was established in May of
2006 by the President. It is composed of 17 different Federal de-
partments and agencies and is charged with implementing Federal
policy to deter, prevent, detect, investigate, proceed against, and
prosecute identity theft, focusing on three specific approaches: first
is increased law enforcement actions to prosecute identity thieves
and deprive them of the benefits of their crimes; second is im-
proved public outreach by the Federal Government to the public
and private sector; and third is increased safeguards within the
Federal Government to protect the personal data that we in the
Government hold.

The task force was specifically charged with producing a stra-
tegic report with recommendations for the President for improving
the Federal Government’s work related to identity theft. The task
force is in the final stages of what has been an unprecedented Fed-
eral effort to examine the identity theft problem and to identify
comprehensive, multilayered solutions to address it. We have con-
vened multi-agency working groups, met with representatives of
various groups interested in this problem, invited formal public
comment, and we are now in the very final stages and expect the
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report to be delivered to the President in mid-April. We look for-
ward to providing the report to this Committee and to public so
that we can work with you to address areas of common concern.

Because this area is so important, the task force released a group
of seven interim recommendations last September. They focus on
the following areas: proposed immediate steps that Federal agen-
cies can take to improve our own practices as repositories of data;
urging the Government to sponsor workshops to highlight new
identification and authentication technologies that the marketplace
is currently producing so that we can promote best practices; and
proposing the adoption of new criminal provisions designed to help
victims get better restitution and designed to help victims and law
enforcement through the creation of universal police reports. All of
these interim recommendations either have occurred and been exe-
cuted at this point or are in the process of being so or doing so.

Again, we thank you, Madam Chairman, for your continued in-
terest and leadership in addressing this complex and pressing
issue. We look forward to your questions today, and we look for-
ward to working with you and the Committee going forward.
Thank you.

[The prepared statement of Mr. Tenpas appears as a submission
for the record.]

Chairman FEINSTEIN. Thank you very much. Good work, and I
thank you for your work.

Ms. Parnes, please proceed.

STATEMENT OF LYDIA B. PARNES, DIRECTOR, BUREAU OF
CONSUMER PROTECTION, FEDERAL TRADE COMMISSION,
WASHINGTON, D.C.

Ms. PARNES. Thank you. Chairman Feinstein, Ranking Member
Kyl, I also appreciate the opportunity to testify today about iden-
tity theft, data security, and the collection, use, and disclosure of
Social Security numbers. Although the views expressed in my writ-
ten testimony represent those of the Commission, my oral presen-
tation and responses to your questions are my own and not nec-
essarily those of the Commission or an individual Commissioner.

Chairman FEINSTEIN. We understand the disclaimer.

[Laughter.]

Ms. PARNES. Thank you. It is—yes, thank you.

Identity theft is a pernicious crime that afflicts millions of Ameri-
cans and costs consumers and businesses billions of dollars every
year. But the damage caused by identity theft, as you indicated,
transcends these direct costs. It threatens consumer confidence in
the marketplace, especially in electronic commerce, and, Chairman
Feinstein, I also thank you for your leadership in trying to address
the identity theft problem by introducing bills on breach notifica-
tion and misuse of Social Security numbers.

There are many causes of identity theft, but I would like to focus
today on two of them: the failure to safeguard consumer-sensitive
information and the availability and value of Social Security num-
ber to identity thieves.

Although not all data breaches result in identity theft, some do.
And for that reason it is critical that those who maintain sensitive
consumer information adequately protect it. The Commission has
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been vigorous both in educating businesses about data security and
in enforcing the existing Federal data security laws. We have busi-
ness education materials on ensuring computer security, complying
with the GLB Safeguard Rules, and responding to a data breach.
And just this month, we issued a new guide for businesses pro-
viding comprehensive advice on developing and implementing rea-
sonable data security procedures.

On the law enforcement front, the Commission has since 2001
brought 14 cases challenging inadequate data security practices.
These cases have certain common elements. In each, the company’s
security vulnerabilities were multiple and serious. The company
did not take advantage of readily available and often inexpensive
measures to avoid or correct these vulnerabilities. Together, these
cases stand for the proposition that companies must maintain rea-
(s:ionable and appropriate procedures to protect sensitive consumer

ata.

We also must do more to keep Social Security numbers out of the
hands of identity thieves, and we must do what we can to reduce
the value of Social Security numbers to thieves who are able to pro-
cure them. Reducing the unnecessary collection, use, and disclosure
of Social Security numbers is a good first step, and the Federal
Government has already begun this effort. The Identity Theft Task
Force issued interim recommendations in September. One of these
recommendations was that the Federal Government review its poli-
cies for collecting and using Social Security numbers. The Office of
Personnel Management is finalizing its review of the use of Social
Security numbers in its collection of human resource data from
agencies, with the goal of eliminating unnecessary use.

It is still important to remember, though, that the Social Secu-
rity number, which is widely used to match individuals to informa-
tion about them, serves important and beneficial functions in our
economy. Excessive restrictions could harm such important pur-
poses as public health, criminal law enforcement, and anti-fraud
and anti-terrorism efforts.

Yet even with better security and appropriate restrictions on the
unnecessary use of Social Security numbers, some sensitive infor-
mation inevitably will find its way to identity thieves. For that rea-
son, making it more difficult for criminals to use the information
to steal an identity is an essential part of the solution.

Too often, criminals with a stolen, name, address, and Social Se-
curity number are able to open accounts in the victim’s name. We
should do what we can to improve authentication of identities.
Next month, the Commission will host a workshop on this subject
designed to facilitate the development of improved means of au-
thentication.

Finally, empowering consumers by educating them on identity
theft is another important tool at our disposal. The Commission
has been a leader in this endeavor. To date, we have distributed
more than 22 million publications on identity theft. Our nationwide
identity theft education program, entitled “Avoid ID Theft: Detect,
Detect, Defend,” was launched last year. It includes direct-to-con-
sumer brochures, as well as ready-made kits for organizations to
use in training employees or constituencies, complete with presen-
tation slides and a video. Our multimedia website, OnGuard On-
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line, educates consumers about basic computer security. And the
Commission maintains a hotline and online complaint form
through which we receive between 15,000 to 20,000 contacts each
week from identity theft victims and those who hope to avoid be-
coming victims.

Identity theft is one of the most important consumer protection
issues of our time. The Commission will continue to place a high
priority on preventing this crime and helping victims recover from
it. We look forward to continuing our work with you in this effort,
and I would be happy to take any questions.

[The prepared statement of Ms. Parnes appears as a submission
for the record.]

Chairman FEINSTEIN. Thank you very much for the testimony. I
am going to ask Senator Kyl to go first since he has to be on the
floor. Senator?

Senator KYL. I really appreciate that. Thank you very much.

First, probably to Mr. Tenpas, but either one of you are welcome
to respond, according to the Identity Theft Resource Center, a na-
tional nonprofit organization based in San Diego, about 30 percent
of identity theft victims have had fraudulent accounts opened in
their names after placing a fraud alert. What is the penalty or con-
sequence for a company that extends credit despite knowing of the
existence of the fraud alert? And would a consumer have a private
right of action against such a business?

Chairman FEINSTEIN. Good question.

Mr. TENPAS. We have been working very closely together. Can we
confer for a moment about who is better to take that?

Senator KYL. Sure.

[Laughter.]

Senator KYL. And, incidentally, I am not trying to play “Stump
the Witness” here. If you get any ideas that you would like to
present to us later, that would be fine, too.

Mr. TENPAS. We have been pretty closely joined at the shoulder
over the last 10 months, so if you will give us a moment.

Ms. PARNES. Yes, I can—

Mr. TENPAS. I will defer to my learned colleague.

Senator KyL. OK, good.

Ms. PARNES. The 30-percent figure is a familiar one. Most of the
surveys that have been conducted indicate that about 30 percent of
the victims have been the subject of what is called “new account
fraud.” But what I actually have not heard is that these have been
accounts that have been opened after alerts have been placed. That
is actually new information, and I would like to go back and look
at that, if I may.

Senator KYL. Sure. I will provide you the—this comes from the
Identity Theft Resources Center, a January 2007 article. I can give
you the citation for it. So maybe what you could do is take a look
at that and then get back with any information that you can.

Ms. PARNES. OK. Thank you.

Senator KyL. Thanks. And this is kind of a followup. Various
companies—and I mentioned one—offer services that—well, actu-
ally, this is a different point, but offer services that provide ad-
dresses, criminal, civil, and professional history as well as a list of
assets and bank account numbers. You are familiar with these.
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Also available are Social Security numbers, current phone num-
bers, names and phone numbers of neighbors and family member
names.

What protection is needed so that credit bureaus and information
agencies are prohibited from selling such personal information?

Ms. PARNES. Well, I certainly think that the restrictions on So-
cial Security numbers that are included in this bill are a start in
limiting the sale and disclosure of Social Security numbers.

Senator KYL. Have the credit bureaus been working closely with
FTC to address these kinds of problems?

Ms. PARNES. We work very closely with the credit bureaus. Yes,
we do.

Senator KYL. I think that is important. The President’s ID Theft
Task Force is something else that has at least been in existence.
Do you know what type of input the task force has sought from dif-
ferent consumer groups and private sector groups? It seems pretty
heavily Federal Government oriented.

Ms. PARNES. Well, the task force—we have spent a good deal of
time talking among the 18 agencies that are members of the task
force. But we also had a period of time when there was public
input that was sought. Notice was given, and we received—

Mr. TENPAS. We had about a 2-month public comment period. We
set that public comment period once the task force had begun its
work, and rather than simply inviting general comment—you
know, “Tell us what you think about identity theft’—we tried to
identify eight or nine broad areas where we thought a lot of the
task force work was being focused.

A set of the questions essentially invited comments in the area
you have described about what, if anything, remains to be done in
terms of establishing regimes for businesses about protecting data,
providing notification, and uses of that data. And I think within
the task force there has also been a recognition that, as Lydia re-
ferred to, there are important legitimate uses of Social Security
numbers, and one of the things that is important to do is make
sure we have a good grasp of the legitimate—all of the ways in
which Social Security numbers and other sensitive data are being
used and shared, so that you can then parse out which ones really
benefit consumers, which ones potentially make businesses better
able to meet consumer needs, and which of those are sort of his-
toric curiosities that grew up because, for example, a Social Secu-
rity number was the easiest identifier at the time but where we
have now got better ways to go about that.

Senator KYL. A very good way of distinguishing these different
uses. Just to mention a final point, we are in very detailed discus-
sions with members of the Department of Homeland Security and
the Department of Commerce, and they have in turn got conversa-
tions going with the Social Security Administration and others
about the Social Security number data base as it relates to enforce-
ment of the immigration laws and potentially a new employee
verification system that could be put in place as part of a com-
prehensive immigration reform. Clearly, we are going to have to
have another whole conversation about that, and you all will be im-
portant in that.

Senator Feinstein, I am sorry. I will have to go.
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Chairman FEINSTEIN. I am sorry, too.

Senator KyL. But thank you for allowing me to go forward here,
and I appreciate it very, very much.

Chairman FEINSTEIN. If you can come back, please do. Thank
you.

For either one of you, let me ask this question: Any data breach
notification statute has to strike the right balance, and this is more
difficult than people might think. If notices are sent even when a
breach poses no risk of harm, consumers tune it out. Yet if notices
are only sent when there is a high likelihood of harm, notices will
not be sent often enough because in many cases it will be hard to
predict whether the data will be used for identity theft.

The data breach bill that we have introduced requires that notice
of a data breach be given unless the breached entity conducts a
risk assessment and concludes that there is no significant risk of
harm to the affected individuals. So the burden is put on the entity
that makes the money by selling this information.

The entity that suffered the breach is also required to send that
assessment to the Secret Service, which can overrule the assess-
ment and require notice to be sent to the affected individuals.

Do you believe that it is appropriate to require notice unless
there 1is no significant risk of harm?

Mr. TENPAS. I think the general approach that you have de-
scribed is one that actually is already reflected in some of the task
force’s own work. One of the things that occurred as part of the in-
terim recommendations that I alluded to was that the task force
prepared guidance for Federal agencies to serve as, you know,
something of a playbook for a Federal agency if it had an incident
where sensitive information may have been compromised. And one
of the things that that guidance recommends is to conduct an anal-
ysis of the kind you have described, not to sort of jump to the con-
clusion that every time information may have been—"com-
promised” may not be quite the right word—but some way there
is some level of loss of control of it, you do not immediately jump
to notification because, as you say, I think there is a very substan-
tial concern that consumers will grow immune to notices and not
be able to distinguish really important ones from less important
ones.

So I would say I think generally the approach you have outlined
is one that the task force has already thought about and is one that
we have sort of embraced for the Federal Government itself.

Chairman FEINSTEIN. I really appreciate that because this has
been difficult, as you probably know, to work out. But in retrospect,
as I look back on it, it seems to make the best sense as a way to
do it.

Mr. TENPAS. Senator, could I make one other just very small
point on that?

Chairman FEINSTEIN. Sure.

Mr. TENPAS. I think there are a couple of other things that are
reflected in that that are useful. One is the notion of a notification
to law enforcement so that they are able to involve themselves in
a timely way in trying to figure out what the potential criminal op-
portunities might be from a particular incident. I think from a De-
partment of Justice angle, we would also just note that the FBI is
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a very important investigative agency in parallel with the Secret
Service, and so we think it would be useful for there to be some
recognition of that in terms of any kind of notification or law en-
forcement kind of vetting.

Chairman FEINSTEIN. I would be open to any suggestion you
might make. We chose the Secret Service because they apparently
have the know-how to do this and can do it. But if you have a rec-
ommendation, I would sure welcome it.

Mr. TENPAS. OK. Thank you.

Chairman FEINSTEIN. We want to make this as good as we pos-
sibly can.

Mr. TENPAS. And the Secret Service does have tremendous exper-
tise. That is not meant, you know, in any way to suggest they do
not. But this is an area where a number of agencies all play impor-
tant roles. Some have closer ties to one industry sector than an-
other, and so I think we just want to be sure that anything we do
here, we capitalize on the collective talents and abilities of all those
agencies.

Chairman FEINSTEIN. I think one of the things that I have been
interested in is, for example, I did not know that every time I buy
something out of a catalogue or use my credit card or virtually do
anything, it all goes into a big data grist mill, and the information
is all compiled, and companies sell this information to other people.
And almost nothing is private anymore.

All your financial information is easily available and can be used.
If somebody gets your driver’s license and your Social Security
number, they can go to this financial information and rip off people
to the tune of hundreds of thousands of dollars.

Do you have any other suggestions, either one of you, as to what
we might do in this? Now, I know that L.A. County has set up an
identity theft unit to service people who have had these problems.
But it is very hard. I have talked to people where it has taken 18
months to recover your identity, and during that period of time,
you were almost a non-entity. You have no credit. You cannot do
this or that.

See, I think that if you are going to sell somebody’s personal
data, you ought to have their permission. And that is the old opt-
in/opt-out argument, and business resists it.

That is the only answer I know.

Ms. PARNES. I think, you know, a couple of things. The risk of
lost or stolen information in our experience at the Commission, you
know, goes beyond the situation that you were describing where
your data is compiled, your personal financial information is com-
piled somewhere, and that it can be sold among entities. But what
we have seen is the risk that exists when retailers are holding in-
formation. I mean, many of the cases that the Commission has
brought involved data breaches at retailers—retailers that held in-
formation, credit card account information.

Chairman FEINSTEIN. Give an example of that, would you?

Ms. PARNES. Well, you know, one example is the case—well, cer-
tainly one example was the ChoicePoint case that you mentioned.
But another one was a case we brought involving BJ’s Warehouse,
a store, and they held information—they held credit card informa-
tion when consumers paid for that information, and they were—
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that information was hacked by someone who was able to get into
the system through the store scanners. It was a vulnerability in
their system. So someone was able to get into their system and get
all of this credit card account information.

Now, a couple of problems there. First of all, retailers have no
need to hold that account information for a particularly long period
of time, and some do, and that is a problem.

Chairman FEINSTEIN. I think a lot do.

Ms. PARNES. Yes.

Chairman FEINSTEIN. The question is: What do we do about
that?

Ms. PARNES. Well, you know, one of the things that we have been
trying to do in our cases is highlight what the problems are and
get out then consumer—excuse me, business education material
really alerting the business sector what are the do’s and don’ts in
terms of data security. And the recent brochure that we released
earlier this month I really think is an excellent example. We talk
about tossing information. Don’t keep it if you don’t need it. Really
look at what you need.

Chairman FEINSTEIN. Well, let me give you an example. I went
into a store here not long ago, and the individual that waited on
me—they knew I was coming in—knew everything I had bought on
the other side of the country. I was sort of staggered by that.

So I say to everybody out there, there are no secrets anymore.
Everything is an open book, and I really have some concerns. I do
not know what I think of that in terms of privacy being so violated
all the time.

Mr. TENPAS. Senator, could I add just one or two observations on
that as well? I think we share that concern. One of the aspects of
this problem that is, I think, so difficult to wrestle with is that
same phenomenon that you describe of sort of the information
being everywhere, also in certain cases presents opportunities to
help consumers.

As an example, one of the things we have been looking at in con-
nection with the task force is thinking about, you know, in those
unfortunate cases where a Government agency has an incident and
some information is lost, how you respond to that. And one of the
things that has happened during the life of that is a number of
business enterprises have stepped forward to point out that they
believe they have technologies or systems that, sort of capitalizing
on the fact that a lot of information is out there, allows them to
track whether a particular data breach is leading to identity theft.

Chairman FEINSTEIN. Right.

Mr. TENPAS. So, you know, this is a sort of short layman’s sum-
mary of it, but if 10,000 names or records were kind of lost, there
are businesses now that believe they can, if you give that informa-
tion to them, essentially go out and monitor what is going on in
the world in terms of new accounts being opened, purchase activity,
and detect unusual surges that would suggest that the information
that has been compromised is actually being used for identity theft,
because, obviously, the compromise is not the same as a person
taking it up and misusing it.
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And so one of the really hard problems here is the things that
create risk for us also create some opportunities to help consumers.
And so getting the balance right is a difficult one.

Chairman FEINSTEIN. Let me ask you for your advice. Do you
think we should pass legislation that would require Federal agen-
cies to give notice of a data breach?

Mr. TENPAS. I think our sense on that is that you should give us
some chance, through the task force and other places, to get poli-
cies in place. I think one of the concerns about sort of legislating
in this area is it is changing so quickly.

Chairman FEINSTEIN. Yes.

Mr. TENPAS. For example, the ability that I described to you was
not one that certainly I was aware of and I do not think was well
developed even perhaps 2 years ago. And so I think what we want
to really be encouraging in the Federal Government is for our agen-
cies to be adopting the best possible practices available at any mo-
ment. And what those are today, you know, I am not a big gambler,
but I would be willing to bet that whatever those are today, 2 years
or 3 years from now we are going to think there is something even
better and smarter that you can do. And sort of allowing us—

Chairman FEINSTEIN. That is a pretty good non-answer.

Mr. TENPAS. Well, I think it is—

Chairman FEINSTEIN. I take it the answer is no, you do not think
we should.

Mr. TENPAS. I think we would like some time—

Chairman FEINSTEIN. OK. Fair enough.

Mr. TENPAS.—to sort of try to manage our affairs and see if we
can come up with ways to be responsive.

Chairman FEINSTEIN. Fair enough. That is why we tried to keep
this bill simple, just data breach notification, and at least get that
first step of protection out for the consumer. I just hope we can
pass the bill. Anything both of you can do to be supportive would
really be appreciated. I would like to get it passed as soon as pos-
sible, as a stand-alone bill if we have to, at least so there are some
specifics out there with respect to notification in the event of a data
breach, instead of having different States doing a different thing.

Mr. TENPAS. Right.

Chairman FEINSTEIN. So let me just thank you for your testi-
mony. Unless you have another comment you would like to make,
we will move on to the next panel. You have been very generous,
and we appreciate it.

Ms. PARNES. Thank you.

Mr. TENPAS. Thank you very much, Senator.

Chairman FEINSTEIN. Thank you.

All right. This should be a very interesting panel, and I will in-
troduce the individuals. In particular, Mr. Davis, let me thank you
for coming such a long distance to be here today. I will begin by
introducing you.

James Davis is the Associate Vice Chancellor, Information Tech-
nology, and Chief Information Officer of UCLA. Mr. Davis will de-
scribe the data breach that UCLA discovered in November of 2006.
He is a professor in the Department of Chemical and Biomolecular
Engineering at UCLA. In his Associate Vice Chancellor position, he
has broad responsibility for University-wide technology planning
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and implementation oversight. That means he is the point man
there. He both facilitates and coordinates the campus IT planning,
policy setting, prioritization, and decisionmaking processes, and is
responsible for the strategic deployment of academic and adminis-
trative operations, services, and resources in support of the Univer-
sity, which is a big University, and its central and distributed tech-
nology requirements. He is responsible for UCLA’s Office of Infor-
mation Technology and coordinating IT deployment.

Joanne McNabb is the Chief of the California Office of Privacy
Protection that was created by legislation and opened in 2001. It
is the first in the Nation, and it is a resource and advocate in iden-
tity theft and privacy issues. Mrs. McNabb is a certified informa-
tion privacy professional, is co-chair of the International Associa-
tion of Privacy Professionals’ Government Working Group. She also
serves on the Privacy Advisory Committee of the United States De-
partment of Homeland Security. Before starting the Office of Pri-
vacy Protection, she had 20 years’ experience in public affairs and
marketing, in both the public and private sectors. She attended Oc-
cidental and holds a master’s degree, of all things, in medieval lit-
erature from the University of California at Davis.

Chris Jay Hoofnagle is the Senior Staff Attorney, Samuelson
Law, Technology & Public Policy Clinic. He is a senior fellow at the
Berkeley Center for Law and Technology, the School of Law, Boalt
Hall, University of California. He previously served as director of
the West Coast office and senior counsel at the Electronic Privacy
Information Center. He is the author of many scholarly articles on
identity theft and privacy protection and has served as a witness
and commentator on privacy issues in Congressional Committees,
State legislative bodies, and major media.

Thank you, all of you, for being here. You have all come a dis-
tance, and we really appreciate that on this first day of spring. So
let’s begin with you, Mr. Davis.

STATEMENT OF JIM DAVIS, ASSOCIATE VICE CHANCELLOR,
INFORMATION TECHNOLOGY, CHIEF INFORMATION OFFI-
CER, AND PROFESSOR OF CHEMICAL ENGINEERING, UNI-
VERSITY OF CALIFORNIA, LOS ANGELES, LOS ANGELES,
CALIFORNIA

Mr. DAvis. Thank you, Madam Chair. Obviously, I am here be-
cause UCLA, as noted, was the recent victim of a large data base
security breach and reached the decision to notify more than
800,000 people that their Social Security numbers were or might
have been illegally accessed. The scale and complexity of the situa-
tion served to amplify a number of difficult questions during delib-
erations, the intersections of competing goals, and the important
elements of notification. So my objective today is to share some of
our key experiences in light of the California law that I believe
bear on the proposed legislation.

I would like to start by saying we were thankful that we had a
well-established incident response policy, process, and protocol in
advance of the breach. Given the complex technical environment,
the forensics picture evolved over multiple weeks, rapidly changing
our understanding of the nature and sophistication of the attack,
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ar:id dllramatically affecting the number of potentially affected indi-
viduals.

By UCLA policy, the final decision to notify rests with me as the
Chief Information Officer. I convened what I considered to be the
most objective, independent panel to help reach a final decision.
The panel included the director of IT security, the director of IT
policy, the campus network architect, legal counsel, and the Uni-
versity of California director of IT policy, as well as the director re-
sponsible for the particular data base.

We needed to meet repeatedly, and our deliberations involves
systematically reviewing the technical evidence, the projected ap-
proach of the hacker, and the intent of the attack. These were re-
viewed against the notification criteria from integrated technical,
policy, and legal viewpoints. And I want to stress that the ability
to analyze the situation from these viewpoints simultaneously was
critical.

A key lesson involved also was the tension in maintaining con-
fidentiality while the investigation was in progress. We were keen-
ly aware that the information going out prematurely or inappropri-
ately could expose our systems to further harm or adversely impact
notification. At the same time, we wanted to share information, es-
pecially technical information, quickly with others who could ben-
efit. Ultimately, we were able to conclude with confidence that a
very small percentage of the 800,000 individuals in our data base
required notification under California law. There was not conclu-
sive evidence, however, of access for the rest. Therefore, the more
difficult decision became whether to notify the rest of the individ-
uals, the vast majority, when we knew doing so would have a large
impact on them and on the campus.

We used additional criteria—duration of exposure and the tar-
geted nature of the attack—to help think through the situations
where technical proofs were inconclusive. These are criteria articu-
lated as guidelines by the University of California and drawn from
Joanne’s office.

There was also a larger philosophical question about UCLA’s po-
sition. Individual privacy is an institutional value highly regarded
by the University of California and deeply embedded in our poli-
cies. There was early on a consensus that ensuring people are in
the best possible position to protect their information indeed sup-
ported this value. Providing broader notification than was strictly
required legally was part of this position.

At the point of notification, it was critical to have the call center
and website fully ready to go. We had 12,000 calls the first day.
At its peak the call center operation included 1,600 non-dedicated
operators at 26 locations, handling as many as 1,000 calls per hour.
Our website averaged 15,000 daily visitors during the first week of
notification. We want to stress the importance of solid information,
especially the ability to confirm a name in the data base and the
specifics on how to protect oneself from identity theft. We were con-
tinually updating information in response to questions and reac-
tions.

We identified three groups of callers. The largest group felt vio-
lated and anxious and wanted the connection with a live person for
answers and empathy. A much smaller group just wanted informa-
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tion. And about 2 percent of the callers were sufficiently angered
or distraught that they demanded to speak with a higher-level
UCLA official. Defining the escalation process was key to handling
this last group of callers and essential to a successful notification
process.

Our experience left no doubt that notification effectiveness was
determined by the ability to reach someone knowledgeable and/or
to quickly find useful information for taking action; designed to
minimize busy signals, voice messages, providing up-to-date infor-
mation, and ensuring sympathetic operators were also very impor-
tant. In terms of actual notification, all channels were important:
e-mail and the media for the fastest way to reach individuals, and
U.S. Mail for the more personalized notice.

The enactment of the 2003 California law has empowered indi-
viduals to protect themselves against identity theft, and we want
to also note it caused the University of California to accelerate and
intensify institutional efforts to protect data. The fundamental be-
lief is that the best protection, however, is not to have the pro-
tected data at all. Since 2003, UCLA has put significant effort into
reducing the retention of Social Security numbers for all internal
business practices. The same is true for the other UC campuses.

In light of the breach, we have examined why we keep Social Se-
curity number institutionally, and we find it is because we must
provide them to external organizations, such as the Internal Rev-
enue Service and the National Student Clearinghouse. Though we
continue to eliminate the unnecessary internal use of Social Secu-
rity numbers, we see a threshold beyond which we will no longer
be able to do so without reduction in the requirements from the ex-
ternal organizations. As the FTC’s recent recommended practices
and guidelines indicate, an incident response protocol is obligatory,
no matter how well one protects data. However, incident response
is the last step. We believe that an effective partner to the incident
response and notification would be a reduction in these external re-
quirements.

Thank you very much for the opportunity to share these experi-
ences.

[The prepared statement of Mr. Davis appears as a submission
for the record.]

Chairman FEINSTEIN. All 800,000 were notified?

Mr. DAvis. All 800,000 were notified.

Chairman FEINSTEIN. Thank you. Joanne, welcome.

STATEMENT OF JOANNE MCNABB, CHIEF, CALIFORNIA OF-
FICE OF PRIVACY PROTECTION, SACRAMENTO, CALIFORNIA

Ms. McNaABB. Thank you very much. Thank you, Chairman Fein-
stein. I am very happy to be here. As you mentioned, the California
Office of Privacy Protection is an education and advocacy office;
that is, we do not enforce any of California’s privacy laws. Our mis-
sion is, rather, to identify consumer privacy problems and to en-
courage fair information practices.

We have four main functions: We assist consumers, and others,
who call our hotline or e-mail us. We provide a lot of educational
and informational tools, documents, a lot of workshops. For exam-
ple, this year we are doing a series of victim assistance training
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programs for community-based organizations to help us reach
groups that we do not routinely come across. We work with law en-
forcement, particularly on identity theft, and also on security inci-
dents. We are just about to release a training manual for law en-
forcement on investigating and prosecuting identity theft. And, fi-
nally, we make best-practice recommendations to organizations on
how to handle personal information in ways that reduce the expo-
sure to identity theft for the people whose personal information is
involved. One of our sets of recommended practices is related to
breach notification, and we issued that one in 2003.

Identity theft has been a major focus of the office from the begin-
ning. In fact, about 60 percent of the calls that we get are about
identity theft. Fortunately, only about 8 percent are from victims.
The rest are from people who perhaps got a breach notice or saw
a television ad or a news story that made them concerned about
identity theft.

California, as you mentioned, has indeed been a leader in privacy
protection, and many of the more than 80 significant privacy laws
introduced—enacted, actually, since 1999 have been imitated by
other States and are receiving some consideration here in Wash-
ington. I want to just highlight three briefly, all of which were in-
spired by concerns about identity theft.

The first one is a law relating to Social Security number con-
fidentiality, which took effect started in 2003, which prohibits the
public posting or display of Social Security numbers. It is because
of that law that I no longer have my Social Security number on my
Blue Shield card, nor do the other members of my family who used
to have my Social Security number on their Blue Shield cards.
Similarly, it is no longer on student ID cards, and every professor
no longer has to receive the Social Security number of every stu-
dent in his or her class. So that cut at dealing with Social Security
numbers is aimed at removing them from public view, to some ex-
tent.

The second law that I think has had a significant impact on iden-
tity theft is the security freeze law which allows individuals to
have control over who gets access to their credit files, which are
full of sensitive personal information, including Social Security
numbers. This law has been in effect since 2002 and gives con-
sumers the most effective tool available to them to protect them-
selves against new account identity theft, which, as Ms. Parnes
mentioned, is one of the most difficult kinds to recover from.

And then, finally, we come to the best known California privacy
law, the breach notice law, which was indeed inspired by a concern
about identity theft. A look at the legislative history reveals that
the way it was described as a means of giving consumers sort of
early warning so that they could take defensive action because
their information was exposed in a way that put them at risk of
identity theft. That was the way they talked about it as they were
passing it.

I think, however, the real impact of the law has been the extent
to which it has served as a stimulus to organizations to improve
their practices for handling personal information and that that has
been the biggest impact. One way to look at it is that the notifica-
tion process, the requirement to notify, revealed the cost of insecu-
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rity. Before that it just seemed like information security was just
a cost that did not have any benefit. Well, now there is a cost to
not securing information, so we can look at spending some money
to protect it.

I want to mention a couple of examples that we have learned of
about the way in which organizations have changed their practices
because of the breach notification requirement, and UCLA is an ex-
cellent example. It was not only a very good response on so many
levels, being genuinely helpful, using multiple communications
channels, offering people information about the security freeze,
which is much more effective to protect them than credit moni-
toring and using the call centers so effectively, but principally, I
want to commend their dedication to looking for ways to reduce the
presence of Social Security numbers even further than they already
have.

We have seen similar actions in a couple of other organizations,
which I do not think I will go into right now.

So I would like to, in closing, quote another UCLA professor, Phil
Agre, who says that personal information is like toxic waste, it
takes skill and training to manage it, and to suggest that some-
times the best way to manage it is to detoxify the waste stream.

Thank you.

[The prepared statement of Ms. McNabb appears as a submission
for the record.]

Chairman FEINSTEIN. Thank you very much, Ms. McNabb.

Mr. Hoofnagle?

STATEMENT OF CHRIS JAY HOOFNAGLE, SENIOR STAFF AT-
TORNEY, SAMUELSON LAW, TECHNOLOGY & PUBLIC POLICY
CLINIC, AND SENIOR FELLOW, BERKELEY CENTER FOR LAW
AND TECHNOLOGY, UNIVERSITY OF CALIFORNIA, BERKE-
LEY, BOALT HALL SCHOOL OF LAW, BERKELEY, CALIFORNIA

Mr. HOOFNAGLE. Thank you, Madam Chair. Let me say that it
is very nice to see you so well ensconced in that chair and in pos-
session of the gavel.

Chairman FEINSTEIN. Thank you.

Mr. HOOFNAGLE. Thank you for inviting me to this hearing. Let
me mention two procedural issues. My written testimony is joined
by Professor Deirdre Mulligan. It is not well known that Professor
Mulligan at the University of California was one of the architects
of security breach notification law in California. She provided a
theoretical basis for it and helped then-Assemblyman Joseph
Simitian introduce AB 700, which eventually was passed as Senate
bill 1386. So we have a deep history in working on security breach
notification at the law school at Berkeley.

The second issue I wanted to mention is that our work is sup-
ported by the National Science Foundation, and we continue to be
dependent on public funding for research, and it is a very impor-
tant issue to us.

With that, I just have a short amount of time today, so let me
mention four of the recommendations we make in our written testi-
mony. We actually make six all together.

Our first recommendation is that Congress should consider the
broad beneficial effects of security breach notification. These laws
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do not just shield individuals from identity theft. They perform a
lot of other functions. And perhaps the best way to illustrate this
is to visit environmental laws for a moment.

Professor Mulligan borrowed the idea for security breach notifica-
tion from environmental right-to-know laws, laws that required
registration of dangerous chemicals and then public reporting once
those dangerous chemicals were released. Security breach notifica-
tion laws perform many of the same functions as these environ-
mental right-to-know laws. They address a form of information pol-
lution, if you will, just as Joanne alluded to in Phil Agre’s com-
ment. So not only do they warn individuals of risk, they do other
things. Breach notification has caused a serious increase in invest-
ment in security. Prior to the passage of these laws, companies
could simply not disclose security breaches and let consumers bear
the costs of identity theft and other harms. But now those costs are
internalized, and businesses have to do more to protect data.

Second, one of the best aspects of security breach notification
laws is that they are so-called lightweight regulatory mechanisms,
meaning that the Government does not dictate how an entity
should protect information. They simply say, “agency or business,
you figure out how to protect security and privacy, but if it does
not work, you have to tell the public.” And that is a major benefit
of these laws.

Third, just as environmental right-to-know laws reduced inven-
tories of toxic chemicals, one of the things we are seeing is that se-
curity breach notification is reducing reliance on sensitive personal
information. Now, as Jim noted in his testimony, entities cannot al-
ways get rid of all sensitive information. Sometimes it is external
entities that are requiring them to hold Social Security numbers
and other information. However, these laws are encouraging busi-
nesses to go through the process of determining whether or not
they actually need Social Security numbers and removing them
from their data bases if they can.

Finally, security breach notification laws are very valuable in
that they provide benchmarks for performance. One of the prob-
lems in investing in security is there are not good metrics to show
that security is worthwhile, and having a security breach is a met-
ric. It is a benchmark that can be looked at and can cause re-eval-
uation and greater security.

Our second recommendation is that the Committee require
standardized, central, and public reporting of breaches, just like en-
vironmental right-to-know laws. In the appendix to our written tes-
timony today, we have a standardized form from the State of New
York which the State requires when you have a security breach.
That form sets forth basic information about the breach, how many
people are affected, when notice is going to be given, et cetera. And
those forms are essential for the public to learn more about
breaches, for security researchers to learn about other incidences
and whatnot. We really think it is essential that some type of pub-
lic reporting be included in your bill.

And then, finally, as I am running out of time here, let me just
mention that just as security breach notification has given us more
information about security lapses, if we had reporting on identity
theft incidences, that is, if lending institutions were required to
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publicly report about how often they experience identity theft and
the vectors of the crime—that is, the types of products that are
taken advantage of by criminals—I think we would get a clearer
picture of the identity theft problem. And consumers could actually
decide which bank to us based on the bank’s rates of identity theft,
and we could actually have competition.

And with that, allow me to thank you again, Madam Chair, for
holding this hearing.

[The prepared statement of Mr. Hoofnagle appears as a submis-
sion for the record.]

Chairman FEINSTEIN. Thank you.

Now, let me ask each of you a few questions, if I might. Let me
begin with Mr. Davis.

Mr. Davis, would a standard that requires notification of a
breach, unless there is no significant risk of harm, be a useful and
meaningful standard for entities that are deciding how to respond
to a breach?

Mr. DAvIS. I need to give you a mixed answer. In our particular
case, the forensics were very complicated, and as I mentioned in
the testimony, we had the vast majority of the people, you know,
who were faced with the decision about whether to do this. So the
really hard question was this risk analysis that you are speaking
to.

And so there is the question of how can one put the criteria to-
gether and in such a way that this risk analysis can be done in a
uniform and a good way. So I raise that question. The principle of
it makes good sense to us. How to do it in practice is the question
I am raising.

Chairman FEINSTEIN. Well, this would depend upon the nature
of the breach and the data, it would seem to me. Perhaps I am all
wet, but can you come up with a better standard? This is where
we get into, you know, dicey water because this is not something
that has not been well considered and kind of vetted with various
groEps. And it is really the best we have been able to come up
with.

fP(?)rhaps, Ms. McNabb, would you like to get involved in this part
of it?

Ms. McNaABB. I can speak to the issue, not any specific legislative
proposal. I think that, in fact, Jim’s discussion of the deliberative
process they went through is very illustrative. In California, State
agencies are subject to notification, so I have been involved in some
deliberations similar to that in California, and—

Chairman FEINSTEIN. But we are talking about writing laws for
everybody.

Ms. McNaABB. Exactly. I know, so I just want to say that how you
conduct the risk analysis can be very tricky. Finally, you may find
yourself—

Chairman FEINSTEIN. But that is up to the company or the uni-
versity or—

Ms. McNaABB. You may find yourself in a position of trying to
prove—establish a negative. His case was one example. Some other
ones I can think of are where what the forensic evidence shows is
that the apparent purpose of a hacking, let’s say, was to store pi-
rated music and there was no indication that data that was also
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on that server was touched, but there was no indication that it
wasn’t touched. So then you don’t have forensic facts that tell you,
yes, that data was accessed or acquired or, no, it was not. So then
you have to go to a next level that is not part of risk—well, maybe
it is part of risk analysis, but it is part of what are our values and
principles and do we believe in an abundance of caution or not.

Chairman FEINSTEIN. What we do, by the way this is worded, is
leave it up to the entity to make those decisions rather than to leg-
islate a protocol which might work for some and not work for oth-
ers. I do not know how we could legislate a protocol.

Ms. McNABB. Yes. I do not either.

Mr. Davis. That is, in effect, what I am saying. It seems very dif-
ficult to legislate a protocol.

Just to build on what Joanne said, in our particular case we did
have to apply additional criteria, as I said. These had to do with
an analysis of the targeted nature of the event, the duration of the
event, and our campus position on this. Those were the three ingre-
dients that actually led us to proceed with the notification.

I can certainly think of different situations, for example, with a
stolen laptop, then the situation becomes very different, and you
can have a very different kind of risk analysis. But if you are say-
ing, you know, the principle of this, that does make very good sense
to this, and it does put the burden back on us to do that kind of
analysis, which I think that is where it needs to rest.

Chairman FEINSTEIN. I do not know a better way of doing this
than saying no significant risk and that the company has to certify
that. And that goes within 10 days to the Secret Service with the
facts, and they then can reverse that. Let’s say the company says
there is no significant risk. Then there is a check that says, yes,
you have to notify, and that check would be the Secret Service eval-
uation.

Mr. Davis. If I may make one other comment, I may have been
answering the question just a little bit differently as I listen to
what you are saying. We would actually agree with what you are
saying, and that is a good principle to proceed by. What I was real-
ly trying to say is that the definition of “significant risk” is very,
very difficult, and so when we do our own analysis, it actually is
going to be very difficult to find a situation in which we would not
notify.

Mr. HOOFNAGLE. Madam Chair, if I may make two recommenda-
tions—

Chairman FEINSTEIN. Well, my staff just put a question before
me which is interesting. Do you suggest then that the law include
criteria for assessing the risk? Even that, I do not know how it
could be complete because there are such differences.

Mr. DAvis. There are people to my left that can speak to this.
My own perspective is that it would be very difficult to put criteria
together, but I think some criteria based on the experiences across
multiple breaches, much like Chris and Joanne have talked about,
can be put together that would be useful for us to do our risk anal-
ysis and help us do this as an internal exercise.

Chairman FEINSTEIN. Would you be willing to make some sug-
gestions?
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Mr. Davis. Well, I am trying to suggest two that did work very
well for us, which was the targeted nature of the attack as well as
the duration of the attack in the particular kind of event that we
experienced. Those would be examples of these kinds—

Chairman FEINSTEIN. So you are saying, in other words, that
there must be a protocol set up that covers such things?

Mr. Davis. That is right.

Chairman FEINSTEIN. OK. Anybody else like to comment on that
point?

Ms. McNaBB. I think Jim’s testimony actually lists the number
of criteria that they had before and that they developed afterwards
that would be worth looking at.

Chairman FEINSTEIN. How about misplaced rather than stolen?

Ms. McNaBB. The California law, the triggering event is that
data is acquired by an unauthorized person.

Chairman FEINSTEIN. That is a good definition.

Ms. McNaABB. Not “accessed” but “acquired.” As it moved through
the legislature, it started as “accessed,” and that was considered
not as good an indication of risk as acquisition. So that can help
in some situations.

Chairman FEINSTEIN. For example, what do you do, somebody is
traveling—

Ms. McNABB. Yes, and they lose their laptop.

Chairman FEINSTEIN. They are carrying a computer that has a
huge data base in it, and they misplace it.

Ms. McNaBB. Well, you have to decide if you have reasonable be-
lief that it has fallen into the hands of an unauthorized person.

Chairman FEINSTEIN. You would have no way of knowing.

Ms. McNABB. Right. So you have to—

Chairman FEINSTEIN. So you would have to proceed, it would
seem to me, to provide some notification.

Ms. McNABB. That tends to be what happens.

Chairman FEINSTEIN. Because you cannot take the risk.

Ms. McNABB. Something like, I think, 46 percent of the notifica-
tion—of about 530 notifications that we have noted, 46 percent of
the time it was a lost or stolen computer or CD or server.

Chairman FEINSTEIN. That is exactly right, and it seems to me
that companies have to recognize that their employees, if they
carry around these data bases, that is one policy question. Then
they have to be responsible—

Ms. McNABB. And then they can encrypt them.

Chairman FEINSTEIN.—if a computer is misplaced or lost or sto-
len.

Ms. McNaABB. And the data an be encrypted. California govern-
ment established a policy that sensitive personal information on
portable computing or storage devices must be encrypted.

Chairman FEINSTEIN. That is a good thing to have in our law.

OK. Mr. Davis, was the toll-free number a successful way for af-
fected people to communicate with the University? And how many
actually used it?

Mr. Davis. Well, let’s see. We had a total of about 36,000 calls
to the call center over the entire time, so we had quite a few people
out of the total number using that call center.
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In terms of useful, I would use stronger words. I think it was es-
sential to have the call center and to have that toll-free number.
When we look at the responses from the people—and we did track
this very closely -people really did want to talk to people, as I said,
and the call center was essential to getting information out.

Of course, there were many people that did not have access to
a computer or did not have other means to get information, and it
proved to be the only way to get information through some of the
people who were involved.

Chairman FEINSTEIN. Right. Do you believe that providing an e-
mail address to which individuals could write for more information
about a breach would be as effective as a call center? And, every-
body, please chime in.

Mr. DAvis. I do not. I think it is a useful second layer mecha-
nism, but I believe the call center—our experience would say—I
should not even say “I believe.” Our experience would say that the
call center was essential as a first line of communication in this
kind of situation.

Ms. McNaABB. That is our experience, too. My office has gotten
lots and lots of calls over the years from people who got notices,
and your statistics were very similar to what ours have been. A lot
of people get a letter, and it says something that sounds a little
frightening, and they want to talk to somebody.

Chairman FEINSTEIN. Yes, I understand.

Ms. McNABB. And what the people are saying on the phone is
pretty much what it said in the letter, but they want to get it from
a live human being.

Chairman FEINSTEIN. Right.

Do you have a comment?

Mr. HOOFNAGLE. It does make sense to have multiple channels
available to victims, whether it is e-mail or telephone or the Inter-
net.

Chairman FEINSTEIN. OK. Should notice be required when a
breach involves a hard-copy printout of computerized data?

Ms. McNaABB. that is the policy for California State agencies. The
policy is that when the kind of information that would require a
notice in electronic form has been acquired by an unauthorized per-
son, if it is in paper form we would notify the same way.

Chairman FEINSTEIN. Mr. Davis?

Mr. Davis. We are treating it exactly the same way.

Chairman FEINSTEIN. OK. Well, we have covered the lost or sto-
len laptop. Perhaps you could give us some help on this, and that
would be the wording to ensure that it covers not just hacking inci-
dents, but also breaches that involved hard-copy data and lost
laptops?

Ms. McNABB. Well, the California law, when it says “acquisition
by an unauthorized person,” has been constantly interpreted to
apply to lost or stolen laptops or other devices.

Chairman FEINSTEIN. So the whole thing.

Ms. McNABB. Yes, because—

Chairman FEINSTEIN. The California law, the wording has—

Ms. McNABB.—it says if the data—

Chairman FEINSTEIN.—been legally interpreted to—
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Ms. McNaBB. It has been interpreted by behavior, that is, people
since the beginning, those who have had breaches, whether it was
a stolen laptop or lost hard drive, have considered that acquisition,
apparently, because they notified. There have been proposals in the
California Legislature several times since the law was first enacted
to remove the word “computerized,” because it says “computerized
data.” So it would just say “data,” which would make it clearly
apply to paper, and those have never been passed. They were ob-
jected to.

Chairman FEINSTEIN. Right. That is interesting. All right. If any
of you have a comment you would like to make, we will conclude
this, but I would like to ask that if you have not had a chance to
look at the bill, that you perhaps do so and give us any comment
you might care to make, how to strengthen it or better it in any
way. Any comments?

Mr. HOOFNAGLE. Madam Chair, may I make one comment? That
is, there is an exemption for situations where there is no signifi-
cant risk of harm that would exempt a company or an agency from
giving notice.

Chairman FEINSTEIN. Right.

Mr. HOOFNAGLE. I do think it makes sense to consider using the
word “misuse” rather than “harm.” The word “misuse” is more rel-
evant. It has better context in privacy law, and that “harm” is usu-
ally equated with financial loss or injury, but sometimes data are
stolen, sometimes there are security breaches made that are mere
misuses of information. So—

Chairman FEINSTEIN. Define “misuse.”

Mr. HOOFNAGLE. A use of the data that is not compatible with
its collection. Now, that is a confusing way of saying using the data
in such a way that the victim would object to, and a common exam-
ple would be the pretexting cases where information was used to
investigate other people but not to steal their identity.

Chairman FEINSTEIN. Oh, I see where you are going.

Mr. HOOFNAGLE. Or where data are stolen to embarrass another
person or, let’s say, data are stolen to locate a domestic violence
victim. Those type of risks are particular to certain people, and the
en’i{ity that is experiencing the breach may not know about those
risks.

Chairman FEINSTEIN. Well, take a data base like UCLA had of
800,000. If it were misused, how would they ever get to the point
they got to? Because you would never know. All these other issues
enter into it with respect to misuse.

Mr. HOOFNAGLE. Well, it would be “reasonable risk of misuse” in-
stead of “significant risk of harm.” So there is going to be a risk
assessment made, and I think it makes more sense to assess
whether or not the information is going to be misused, not whether
or not there will be harm flowing from the incident.

Chairman FEINSTEIN. Well, we have opened a whole other chap-
ter. Can you comment, Mr. Davis?

Mr. Davis. I have to think about that one.

Chairman FEINSTEIN. Yes, I do, too. I do not know what it
means, really. I understand what he is saying, but in terms of a
law—I mean, I know what harm is, but is it proper use? Is it mis-
use? And you have 800,000 people, all of whom—take the case of
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UCLA. You have applicants, you have students, you have alumni.
What else do you have on that data base?

Mr. DAvis. And we had some people from the Office of the Presi-
dent and faculty.

Ms. McNABB. And you?

Mr. Davis. I did get a letter.

[Laughter.]

Chairman FEINSTEIN. So you had a cross-section of people. Now,
if you go into the private sector away from a University setting,
you are going to have an even broader group of people. Let’s say
it is a bank that has its data breached that owns insurance compa-
nies, and all that stuff, it is millions of pieces of data. How do you
determine whether misuse would occur? How do you determine
even who the population is? It seems to me it is a huge delaying
effort just to get to that point.

Mr. HOOFNAGLE. You are right, Madam Chair. This is the most
difficult issue in security breach notification. But what I am trying
to say is that we do not want entities just looking for risk of iden-
tity theft. There are other risks out there.

Chairman FEINSTEIN. Yes, but this is aimed at identity theft. It
is not aimed at taking care of all the world’s problems. That is the
hard part of this. I see where you are going, but we have enough
trouble moving this bill now.

Mr. HOOFNAGLE. Well, it would be important, for instance, if a
data base were breached, if information were stolen from a busi-
ness by someone who attempted to stalk another person, to locate
% domestic violence victim, to embarrass that person, that would

e_

Chairman FEINSTEIN. But how would the bank know? How would
the insurance company know?

Mr. HOOFNAGLE. It might become apparent in the risk assess-
ment. Of course, every situation is different. What I am saying is
that the scope—

Chairman FEINSTEIN. You cannot do a risk assessment for every
single person in that data base. There are millions. You have to do
this in a timely way, within a very limited period of time.

Mr. HOOFNAGLE. Let’s consider the pretexting scandals where in-
dividuals’ records were accessed without authorization. Those were
single individuals’ information that was stolen. It was not done for
identity theft. It was done to investigate those people and possibly
to embarrass them.

What I am saying is that the scope of harms that may occur to
a victim are broader, and sometimes in the risk assessment it will
be possible to determine that. Sometimes it will not.

Chairman FEINSTEIN. Well, it seems to me with the word “harm”
it is a much more general phrase that you identify whether this
particular break is apt to result in any kind of harm to an indi-
vidual whose name or data is in that data base. And if the answer
is yes and it is a significant risk of harm, you have to do certain
things. If the answer is no, then you submit your assessment. The
Secret Service will take a look at it and either agree with you or
disagree with you.

Mr. HOOFNAGLE. That is a sensible definition of “harm,” and
what I would recommend is that the Committee report language
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specify that the harms, the possible harms, can be broader than
just physical harm or identity theft.

Chairman FEINSTEIN. Well, I will think about it.

Mr. HOOFNAGLE. OK.

Chairman FEINSTEIN. How is that one?

Mr. HOOFNAGLE. That is perfect.

[Laughter.]

Chairman FEINSTEIN. Thank you all very, very much. I think it
has been an interesting hearing. I very much appreciate what you

do. Please stay the course and continue on, and we will as well.
Thank you.

The hearing is adjourned.

[Whereupon, at 4:05 p.m., the Subcommittee was adjourned.]
[Submissions for the record follow.]
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Lessons Learned from Notification of a Large Breach

Madam Chairwoman, Ranking Member Kyl, Members of the Committee, I appreciate this
oppottunity to appear before t};e subcommittee. Last yeaf, UCLA was the victim of a large
database security breach. More than 800,000 people were notified that their Social Security
numbets miéht have been illegally accessed: The scale and complexity of the breach
émpliﬁed the tension of competing goals raised in decision-making and resulted in 2 number
of important lessons learned about responding to an incident of such magnitude: deciding
whomm to notify when comput& forensics are inconclusive, the logistics of a Jarge-scale
notification and how notification aligns with our high respect for individual privacy. I would

like to share some of these lessons with you today.

Computer forensics uncovered evidence that signiﬁcantly coriﬁr,med only a small percentage
of the 800,000 individuals in our database had their Social Secutity numbers accessed and
needed notification under California law. The campus then faced a difficult decision about
whether to notify the vast remainder of potentially affected individuals in the absence of

significant confirming technical evidence. We were acutely aware of the large impact our
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decision would have on the individuals and on our campus. What was the campus’s position

on notifying these individuals?

A clear consensus quickly emerged that UCLA wanted to do the right thing, even if it caused
negative repercussions for the campus. Providing poséibly broader notification than was
strictly legally required was part of this position. Individual privacy is a cultural and
institutional value highly regarded by the University of California and we felt notification
supported this value, both as events were unfolding and subsequently during discussion of

the security breach with our Advisory Boatd on Privacy and Data Protection.

At the same time, UCLA itself felt victimized. UCLA had taken significant technical,
administrative and physical security measures to protect its sensitive data, yet it still suffered
this sophisticated attack. Not only did the attack potentially affect individuals in the
database, but the University made extensive efforts to assess and remediate the situation,

with many staff spending night and day for several weeks wotking to handle the breach.

The Breach

The restricted UCLA database contains certain information on all current and some former
students, faculty and staff, as well as some student applicants and some parents of students
or applicants who applied for financial aid. It also includes information about all current and
some former employees at the University of California Office of the President and at the
University of California, Merced (for which UCLA does administrative processing). In all,
information for some 803,000 petsons was stoted in this database, including names, Social
Secutity numbers, dates of birth, home addresses and other contact information. It did not

contain drivers license, credit card or banking information.

Page 20f 12
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The FBI set up a mechanism to take reports of alleged identity theft believed to be due to
this breach through their Internet Csime Complaint Center. To date, UCLA has not
received any information, either directly or from the FBI, to suggest that the compromised

data has been used illegally.

UCLA computet system administtators fitst discovered the breach on November 21, 2006,
when they noticed unusually high volumes of activity on a campus data setver. Further
investigation indicated that an attack was in progress, and secufity staff took the

compromised system off the network and began a computer forensics investigation.

vThe University of California’s Electronic Information Security policy includes guidelines for
uniform handling and reporﬁng of security breaches under the California law. UCLA’s well-
established security incident response process was invoked, and the FBI was alerted and
began conducting its own investigatioﬁ. Having an incident response protocol defined in
advance was critical to mounting a prompt and effective response to our security breach.
While we strive for a zero incident target with respect to security, we remain prepared for the
worst, a position consistent with the guidebook on P‘rotecting Personal Information just
issued by the Federal Trade Commission (“Plan Ahead” is the last step of its five-step
program.)

UCLA’s systems were in full compliance with University of California (UC) and campus
policy governing security standards and practices, but system log analysis showed that
sophisticated and malicious attackers were able to exploit an undetected flaw in one of its
applications. It was particularly disturbing to find that our systems were being attacked by a

criminal with clear intent to collect Social Secutity numbers, unlike many other breaches
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reported in the press and by other UC institutions where the data was not the tatget — e.g,,

missing laptops ot setvers compromised for illegal music and movie file shating.

Forensic analysis continued in the days following the initial discovery. Conducted in
cooperation with the FBI, this analysis revealed organization, sophistication and a
multiplicity of attack modalities that were not originally evident. Because of the sophisticated
nature of the attack, the hacker was able to conceal his or her ‘activity or make it blend in
with legitimate activity, allowing the illegal access to remain undetected fot a little more than

a year before it was discovered in November 2006.

Whomm to Notify?

By campus policy, the final decision to notify and the extent of notification tests with the
chief information officer. We assembled the equivalent of an outside, objective notification
review team that included the chief information officer, the UCLA directors of information
technology security and information téchnology policy, legal counsel and the director of

information technology policy fot the University of California system.

In our deliberations, we faced a fundamental tensionr between speed and accuracy in
determining whom to notify during the ongoing forensic analysis. We wanted to let
potentially affected individuals know as soon as possible about the breach so they could take
action by placing a fraud alert ot 2 credit freeze; however, thé complexity of the forensics
meant new findings occurred almost daily, and the size of the potentially affecied population
changed significantly with these new findings. We did not wish to alarm and inconvenience
hundreds of thousands of people if there was no réason to do 5o, or to send out multiple

potentially conflicting notices, Woven throughout our deliberations was what the California
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Law About Notification in Instances of Security Breaches (California Civil Code, §1798.29)

required in the absence of positive proof.

Initial results of our computer foreﬁsics indicated a relatively small population whose data
could have been acquired. Subsequen£ results incﬁcatcd thc possibility of access to the full
database of 800,000; however, continued analysis led us to believe the attack was targeted
only on the smaller segment of the database. In our deliberations we felt a strict
interpretation of the State notification law (“...shall disclose any breach of the secutity of the
system following discovery ot notification of the breach in the secmﬁty of the data to any
resident of California whose unencrypted personal information was, ot is reasonably
believed to have been, acquired by an unauthorized person”) would requite us to notify only

this smaller subset.

In the absence of positive proof about whether the vast majotity of people’s information
had actually been acquired, we used a sét 6f criteria atticulated by the University of California
in 2003 — based on thé California Office of Privacy Protection’s recommended practices — to
help think through exactly such ambignous situations. Among other things, we considered
the duration of the exposure and indications that the attack specifically sought personal
information, whether we had any definitive evidence that the information was nof acquired,
as well as the potential hatm to individuals if the wrong decisions were made. (These critetia
have since been expanded upon by the EDUCAUSE/Intetnet2 Security Task Force, as part

of their Data Incident Notification Toolkit.)

Careful consideration of all factors ultimately convinced us to notify the largest group, even
without a legal requirement or evidence of acquisition. Underlying this decision was an

ethical responsibility to protect against potential fraud and 2 high regard for the privacy of
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individuals. Our goal was then to rapidly reach as many of the 800,000 people in the

breached database as possible.

The Logistics of Notification

The specter of identity theft raises anxiety and anget, and we did not want to compound the
situation by being ill prepared to address individuals” concerns once our notification began.
As with other institutions, we deemed it essential to establish a call center and Web site prior
to notification. Since we also wanted to minimize delay, our strategy was to get our base
communications structure in place as quickly as possible, begin the notification process and
then continually make needed adjustments as we monitored results. In tandem with our
deliberations about whom to notify, the incident response team, including University
Communications, built an identity alert Web site with information about the breach, what
individuals could do to protect themselves from identity theft and the latest news from
UCLA and the FBI. We also developed ctitical information to provide to the staff that
would be answering phone calls from affected individuals. Finally, a call with the California
Office of Privacy Protection provided several thoughts, including 2 recommendation to
inform the three credit reporting agencies about our breach and our large notification

process, which we did.

Institutions we spoke with told us to expect a 3% call rate, which translated into about
25,000 calls. Immediately, making arrangements to outsource call center operations was not
just on the critical path to notification, but became the critical path: we had never had to do
this before, and finding a suitable call center vendor and completing a contract on an

expedited basis became mission critical.
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Notification began on December 12, 2006, the earliest date possible after determining the
scope of the incident, setting up arrangements to communicate with 800,000 people and
being prepared to handle the huge volume of anticipated telephone calls. University of
California guidelines require us to employ written hard copy or email notice, or in cases
where sufficient contact information is not available, substitute a notice via prominent

display on the campus Web site for a period of at least 45 days.

Our notification process was a coordinated effort involving e-mail, U.S. mail, the news
media and our Web site. Letters were sent by email or U.S. mail to the approximately 70% of
individuals for whom we had addresses. (UCLA’s pélicy mandates attempted notification of
all affected individuals, not only California residents as requited by State law.)) We issued a
news release, and on the same day we placed a story in the Los Angeles Times, which led to
stoties in print and broadcast outlets across the country and intetnationally. All
communications pointed to our toll-free number and Web site. Our statistics demonstrate

success in reaching approximately 75-80% of the affected database population.

We received 12,000 calls the first day. At its height, the call center opetation included 1,600
(non-dedicated) operators at 26 locations, handling as many as 1,000 calls pet hout. To date,
the hotline has received almost 36,000 calls (about 4.5% of those notified) and though ﬂow
scaled back, it is still accepting calls. Operators were able to confirm that a caller was in the
affected database and provide basic information about fraud alerts and credit freezes, or
escalate calls to a higher-level official. They were specifically instructed to use a sympathetic
tone. The statistics and feedback provided by the call center vendor were reviewed at the
end of each day and used to tevise and fine tune cur approach and the information used by

operators. For example, we heard eatly on that some tecipients read our notification letter to

Page 7 of 12
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mean that their identities had, in fact, already been stolen and we modified the call center

responses to cosrect this misundetstanding, '

We found thtee groups of callers: the largest group felt violated and anxious and wanted the
connection with a live person for answets, reassurance, clarification and empathy; 2 much
smaller group just wanted information; and something under 2% of callers were sufficiently
angered or distraught that they demanded to speak with a higher-level UCLA official. Our
escalation process designated an individual who had the right combination of knowledge,
sympathy and ability to ensure follow-up action to provide a return call to each such caller.
Of the 600 or so callers who spoke with this individual, we had five people who remained

dissatisfied.

Our Web site was a vital comi)onent of the notification process. We continued to develop
and add content as new information became available that would expand its capacity to
inform affected individuals. For example, we had initially relied on the credit reporting
agencies’ Web sites for information about placing a fraud alert. However, we received
reports from callers that the procedures deviated from those described on their Web sites
and so we had staff call the agencies to get specific details that was then detailed on our
identity alert site. To date our Web site has teceived almost 105,000 unique visitors, with an

average of 15,000 daily visitors during the first week following our announcements.

On January 10, 2007, a second letter was sent to approximately 28,500 individuals and
posted on the identity alert Web site. By this point, our forensic analysis indicated that these
were the only people for whom we had significant evidence that their Social Security
numbers had actually been acquired. There remained no conclusive proof of access to the

rest of the database.

Page 8 of 12



36

Lessons Learned

We offer six actions to consider in being prepared for and in responding to a breach.

1. Convene an independent and objective panel for deliberations about whom to notify. A complex
technical environment required ongoing forensic investigation to understand modes of
attack, presumed intent and our belief about the degree to which the hackers had the ability
to carry out this intent. Faced with rapidly shifting information, the administrative panel of
experts convened was key to determining compliance with applicable California law and in
judging the competing factors in notifying the large majority of individuals for whom we had
no conclusive proof. We continue to believe out decision was the most suitable; but
notification did canse concern and inconvenience, the drawback in notifying when the risk

of harm is at best unclear.

2. Matke provisions for confidentiality. As the forensics investigation continued and we were still
learning about the nature and extent of the attack, we were keenly awate of the need to
protect our systems from further harm to the extent possible. Maintaining confidentiality
duting this “learning” stage was pivotal to doing so. Concetns about confidentiality were also
threaded throughout our efforts to share information with others who could have benefited
from our experience, in terms of information going out prematurely that would have

adversely impacted the effectiveness of our notification.

3. Ensure that the call center and Web site are ready to go when notification occurs. Given the enormous
volume of callers and visitors to our Web site, without these channels of information

reinforcing each other, confusion and frustration levels would sutely have been much higher.

4. Notify using different channels. We preferred individual notification — email and U.S. mail —

but to ensure that the affected population learned of the breach, the toll-free number and

Page 9 of 12
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our identity alert Web site, we also used our UCLA’s home page and the media. We believe
all channels we used were important: email and tﬁe media for the fastest way to reach
individuals and U.S, mail for a more personalized notice. We did teceive callers who
expressed annoyance about not having received a personal letter or email and “only” hearing
about the breach through the medié, but we felt our goal of awareness had been achieved.
{(When we heard complaints about the lack of personalization — specifically, the use of “Dear
Friend” as a salutation in our first letter —we took pains to ensure that the second group of

letters was personalized with the individual’s name cleatly shown in a windowed envelope.)

5. Offer access to solid information through different channels and keep track of how they are nsed. It was
important to be able to give useful and accurate information, such as the specifics on how to
protect oneself from identity theft, how a fraud alert works, how a credit freeze differs from
a fraud alert and how to implement them. We spent effort researching this information and
tested the methods ourselves. Offering ﬁis information through both the identity alert Web
site and the call center was important: individuals without a computer were unable to easily
access our Web site; callers who demanded escalation from an operator often did not wish
to go to the Web site; and with the volume of visitors to our Web site, doubtless many who
went to the Web site to get information did not have to call. Finally, all of the statistics we
kept on these communications methods have helped us to understand how successful we

were in notification.

6. Spend time setting up the call center function correctly. The huge preponderance of calls came in
the first couple of days. We had staffed according to what we had heatd from others’
experiences, but even our very generous estimates were overwhelmed on the first day when

we received a full third of all calls — likely due to email notices and media outreach.

Page 10 of 12



38

However, outsourcing the call center function provided invaluable help in the form of daily
repotts and an ability to scale that allowed us to continually refine our responses and
procedutes very quickly. Finally, defining a procedure for escalation of angty callers was
indispensable. We wete lucky to have had 4n individual with & sympathetic eat, accurate
knowledge, access to follow-up action and thé stamina to handle these escalated — and

usually emotionally difficult — calls.

A Privacy-Centered Approach

UCLA and the University of California tespect individual privacy as a fundamental cultural
and institutional value and have embedded strong protections for it in its poli‘;ies. Though
we have no desire to be in a situation where we must notify individuals that their privacy has
potentially been breached, once it is clear thete is such a situation, we will err on the side of
notifying individuals of the affected community to help protect their privacy. In essence,

notification is consistent with our view of respecting individual privacy.

Beyond empowering individuals to protect against identity theft, the 2003 California
notification law accelerated and intensified our institutional effotts to protect data. A 2005
University of California report included recommendations to enhance our policies for the
stewardship of data and to strengthen educational activities and technical measutes to
protect sensitive data required to be coilected in the normal conduct of the business of the
University. UCLA, along with the other UC campuses, has been actively engaged in

implementing these recommendations.

We believe avoiding retention of sensitive data is the first step. Particulatly since 2003, when
the California law was enacted, UCLA has made trernendoﬁs effort to reduce retention of

Social Security numbers for internal business practice. In light of the breach, we have
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reexamined why we keep Social Security numbers and confirmed that fundamentally, we
must keep them in order to provide them to external organizations such as the Internal
Revenue Setvice and the National Student Clearinghouse. Our ability to continue reducing
retention is thus relatively modest without a concomitant reduction in the external
requirements for us to provide, and therefore keep, Social Secutity numbers —~ an effective

partner to incident response and notification.

The scope and technical complexity of UCLA’s breach has given us some insight into what
actions were effective and where there are likely to be tensions over important decisions

about notification. T hope that sharing these lessons will prove valuable to others.

Attachments

1.. News release: UCLA Watns of Unauthotized Access to Restticted Database
(December 12, 2006)

2. Notification letter to those in the database (Detember 12, 2006)

3. Follow-up letter (January 10, 2007)

4. Home page of hrip://identitvalert.ucla.edu

5. News release: FBI Advises Victims of UCLA Computer Intrusion to Report Fraud
to the FBI's Internet Crime Complaint Center (December 15, 2006,
http:/ /losangeles.fbi.gov/pressrel/2006/12121506.htm)

6. Determining the Threshold for Security Breach Notification, University of

California, 2003. http:/ /www.ucop.edu/ivc/itsec/security breach notificagon.pdf
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OFFICE OF

MEDIA RELATIONS
EW James West
Alumni Center

www.newsroom.ucla.edu Box 951431
Los Angeles, CA
80085-1431
TEL 310.825.2585
FAX 310.206-3455

Office of Media Relations, media@support.ucla.edn ° For Immediate Use
(310) 825-2585 Dec. 12,2006

UCLA Warns of Unauthorized Access to Restricted Database

UCLA is alerting approximately 800,000 people that their names and certain personal
information are contained in a restricted database that was illegally and fraudulently accessed by
a sophisticated computer hacker.

This database contains certain personal information about UCLA’s current and some
former students, faculty and staff, some student applicants and some parents of students or
applicants who applied for financial aid. Approximately 3,200 of those being notified are current
or former staff and faculty of the University of California, Merced, and current or former
employees of the University of California Office of the President, for which UCLA does
administrative processing.

In a letter being sent to affected individuals, Acting Chancellor Norman Abrams said that
personal information about at least some of the individuals was obtained by the hacker but that
there is no evidence that any data has been misused. The database inclndes names, Social
Security numbers, dates of birth, home addresses and contact information. It does not include
driver’s license numbers or credit card or banking information.

“We take our responsibility to safeguard personal information very seriously,” Abrams
said. “My primary concern is to make sure this does not happen again and to provide to the
people whose data is stored in the database important information on how to minimize the risk of
potential identity theft and fraud.”

. UCLA blocked access to the Social Security numbers and the database when suspicious
activity was detected on Nov. 21 and immediately activated its information technelogy security
incident team. UCLA also notified the FBI, which is conducting an'investigation.

Even though UCLA’s ongoing investigation at this time indicates only that the hacker
sought and obtained some of the Social Security numbers, out of an abundance of caution, the
university decided to notify all 800,000 people whose names are listed in the restricted database.

“Ensuring data security is one of the most important responsibilities we have to the

campus commmunity, and in recent years we have significantly strengthened our information
security practices in response to increasing attacks. In spite of our diligence, a sophisticated

-more-
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2-2-2 Database Breach

hacker found and exploited a subtle vulnerability in one of hundreds of applications,” said Jim
Davis, UCLA’s chief information officer and associate vice chancellor-Information Technology.
“We deeply regret the concern and inconvenience caused by this illegal activity. We have
reconstructed and protected the compromised database and launched a comprehensive review of
all computer security measures to accelerate systematic enhancements that were already in
progress.”

UCLA began sending notification letters and e-mails on Dec. 12, as soon as possible after
determining that personal data was potentially accessed and after retrieving individual contact
information. The letters suggest that recipients contact credit reporting agencies and take steps to
minimize the risk of potential identity theft.

To provide information and respond to queries, UCLA has established a Web site,
http/fwww. identitvalertucla.edy, and a toll-free call center, (877) 533-8082.

Davis said access to the restricted database was gained by a computer trespasser utilizing
a software program designed to exploit an undetected software flaw, thereby bypassing all
security measures. A problem was detected Nov. 21 when computer security technicians noticed
an exceptionally high volume of suspicious database queries. An emergency investigation
indicated that access attempts had been made since October 2005 and that the hacker specifically
sought Social Security numbers, Davis said.

For the past decade, UCLA has been systematically upgrading computer security but had
not yet identified the vulnerability maliciously exploited by the computer hacker. During this
time, UCLA installed and strengthened firewalls and intrusion-detection systems, removed
Social Security numbers from computer screens and written reports, and prohibited their storage
on portable devices, among other steps.

The UCLA incident is the latest in a string of computer security breaches affecting
financial institutions, universities and other large employers. State law requires notification when
personal data is reasonably believed to have been acquired.

-UCLA- OMRS558
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UNIVERSITY OF CALIFORNIA, LOS ANGELES UCLA

BERKELEY * DAVIS « IRVINE » LOS ANGELES » MERCED * RIVERSIDE » SAN DIEGQ « SAN FRANCISCO SANTA BARBARA » SANTA CRUZ

OFFICE OF THE CHANCELLOR
BOX 951405
LOS ANGELES, CALIFORNIA 90095-1485

December 12, 2006
Dear Friend,

UCLA computer administrators have discovered that a restricted campus database
containing certain personal information has been illegally accessed by a sophisticated computer
hacker. This database contains certain personal information about UCLA’s current and some
former students, faculty and staff, some student applicants and some parents of students or
applicants who applied for financial aid. The database also includes current and some former
faculty and staff at the University of California, Merced, and current and some former
employees of the University of California Office of the President, for which UCLA does
administrative processing.

I regret having to inform you that your name is in the database. While we are uncertain
whether your personal information was actually obtained, we know that the hacker sought and "
retrieved some Social Security numbers. Therefore, I want to bring this situation to your
attention and urge you to take actions to minimize your potential risk of identity theft. I
emphasize that we have no evidence that personal information has been misused.

The information stored on the affected database includes names and Social Security
mumbers, dates of birth, home addresses and contact information. It does not include driver’s
hcense numbers or credit card or banking information.

Only designated users whose jobs require working with the restricted data are given
passwords to access this database. However, an unauthorized person exploited a previously
undetected software flaw and fraudulently accessed the database between October 2005 and
November 2006. When UCLA discovered this activity on Nov. 21, 2006, computer security staff
immediately blocked all access to Social Security numbers and began an emergency
investigation. While UCLA currently utilizes sophisticated information security measures to
protect this database, several measures that were already under way have been accelerated.

In addition, UCLA has notified the FBI, which is conducting its own investigation. We
began notifying those individuals in the affected database as soon as possible after determining
that personal data was accessed and after we retrieved individual contact information.

As a precaution, I recommend that you place a fraud alert on your consumer credit file.
By doing so, you let creditors know to watch for unusual or suspicious activity, such as someone
attempting to-open a new credit card account in your name. You may also wish to consider
placing a security freeze on your accounts by writing to the credit bureaus. A security freeze
means that your credit history cannot be seen by potential creditors, insurance companies or
employers doing background checks unless you give consent, For details on how to take these
steps, please see the attachment to this letter.
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Information also is available on a Web site we have established,
bitp://www identityalert.ucla.edu. The site includes additional information on this situation,
further suggestions for monitoring your credit and links to state and federal resources. If you
have questions about this incident and its implications, you may call our toll-free number, (877)
533-8082.

Please be aware that dishonest people falsely identifying themselves as UCLA
representatives might contact you and offer assistance. I want to assure you that UCLA will not
contact you by phone, e-mail or any other method to ask you for personal information. I strongly
urge you not to release any personal information in response to inquiries of this nature.

We have a responsibility to safeguard personal information, an obligation that we take
very seriously.

I deeply regret any concern or inconvenience this incident may cause you,

Sincerely,

Norman Abrams,
Acting Chancellor
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Extensive information on steps to protect against personal identity theft and fraud are
on the Web site of the California Office of Privacy Protection, a division of the state
Department of Consumer Affairs, http://www.privacy.ca.gov.

PLACING A FRAUD ALERT

By placing a fraud alert on your consumer credit file, you let creditors know to watch for
unusual or suspicious activity in any of your accounts, such as someone trying to open a
credit card account in your name.

To place a fraud alert, call one of the following ‘three major credit reporting agencies.
Your phone call will take you to an automated phone system. Be sure to listen carefully
to the selections and indicate that you are at risk for credit fraud.

You need only contact one of these agencies, which will automatically forward the fraud
alert to the other two.

Equifax

(888) 766-0008
Consumer Fraud Division
P.O. Box 740256

Atlanta, GA 30374
http://www.equifax.com

Experian
(888)397-3742

Credit Fraud Center

P.O. Box 1017

Allen, TX 75013
http://www.experian.com

TransUnion

(800) 680-7289

Fraud Victim Assistance Department
P.O. Box 6790

Fullerton, CA 92834

http://www.tuc.com

Soon after you place a fraud alert, you will receive credit reports by mail from all three
credit reporting agencies. In the credit report:

= Check your personal information, incliding home address, Social
Security mumber, etc., for accuracy.

= Look for any charges you didn’t make.

= Watch for any accounts you didn’t open.

» Note any inquiries from creditors that you didn’t initiate.
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If you find anything that looks wrong or suspicious or that you don’t understand, call the
credit agency at the telephone number listed on your credit report. You may also wish to
call your local police or sheriff’s office to file a report of identity theft.

PLACING A SECURITY FREEZE

A security freeze means that your credit file cannot be shared with potential creditors. 1f
your credit files are frozen, even someone who has your name and Social Security
number would probably not be able to get credit in your name. A security freeze is free to
those who have a police report of identity theft. If you don’t have a police report, it costs
$10 to place a freeze with each credit bureau, for a total of $30. The credit bureaus
require that freeze requests be made in writing.

Equifax Security Freeze

P.O. Box 105788

Atlanta, GA 30348

= Send by certified mail. ;

= Include name, current and former address, Social Security number and date of birth.

= Pay by check, money order or credit card (Visa, Master Card, American Express or
Discover only). Give name of credit card, account number and expiration date.

Experian Security Freeze

P. 0. Box 9554

Allen, TX 75013

» Send by certified mail.

» Include full name, with middle initial and Jr./Sr., etc.

» Include current address and home addresses for past five years, Social Security
number, birth date and two proofs of residence (copy of driver’s license, utility bill,
insurance statement, bank statement).

= Pay by check, money order or credit card. Give name of credit card, account number
and expiration date.

TransUnion Security Freeze

P. 0. Box 6790

Fullerton, CA 92834

»  Send by regular or certified mail.

= Include first name, middle initial, last name, Jr., etc.

*  Current home address and addresses for past five years, Social Security number and
birth date.

s Pay by check, money order or credit card. Give name of credit card, account number
and expiration date.
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UNIVERSITY OF CALIFORNIA, LOS ANGELES UCLA

BERKELEY « DAVIS« IRVINEe LOS ANGELES ¢ MERCED ¢ RIVERSIDE » SAN DIEGO « SAN FRANCISCO SANTA BARBARA « SANTA CRUZ

OFFICE OF THE CHANCELLOR
BOX 931405
LOS ANGELES, CALIFORNIA 98095-1405

January 10, 2007

Dear:

1 am writing to provide you with additional information regarding the database security incident announced in
December, At that time, UCLA announced that a sophisticated computer hacker illegally accessed a database
containing certain personal information and that the hacker sought and obtained at least some Social Security
numbers. Through our continuing investigation, we have now confirmed that the hacker retrieved approximately
28,600 Social Security numbers. These Social Security numbers related to approximately 18,500 UCLA student
financial aid applicants from 2002 through 2006 and approximately 10,100 former employees who separated from
UCLA, the University of California Office of the President and UC Merced between 1995 and 2003, plus one who
leftin 1988.

We wanted to immediately notify members of these groups that their data was accessed by the hacker. L am very sorry
to report that your Social Security number was among the 28,600 illegally retrieved. This does not mean that you are
the victim of identity theft or that we have evidence of your Social Security number being misused. And it is
important to know that the database does not include banking or credit card information or driver’s license numbers.
However, I want to reiterate my previous recommendation that you take steps to protect against potential fraud.

The attachment to this letter provides information on how to place a frand alert on your consumer credit file. By doing
50, you let creditors know to. watch for unusual or suspicious activity, such as someone attempting to open a new
credit card account in your name. A frand alert, which can be reinstated after the initial 90-day period, also entitles you
to a free credit report from each of the three national credit bureaus. In addition to free credit reports available to those
placing fraud alerts, federal law entitles consumers to one free credit report from each credit bureau once a year. By
staggering the times at which free credit reports are ordered, consumers can monitor their own credit.

There are many resources available at the special Web site we have established, hitp:/www.identityalert.uclaedu,
including links to-useful sites operated by the U.S. Department of Justice, the Federal Trade Commission, the
California Office of Privacy Protection, and the Identity Theft Resource Center. If you have questions about this
incident and its implications, you may call our toll-free numbex, (877) 533-8082.

Once again, I want to express my deep regret for any concern or inconvenience this incident may cause you.

Sincerely,

Norman Abrams
Acting Chancellor

Attachment
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Search UCLA:

Identity Alert

Identity Alert Home This Web site has been established to provide information about an incident in
Page which a sophisticated computer hacker illegally accessed a UCLA database.
The announcement was made Dec, 12, 2006, and UCLA began notifying
Protecting Your Credit  approximately 800,000 people whose names and certain personal information
- . are in the database {see Notification Letter), UCLA takes seriously its
Additional Credit responsibility to safeguard personal information and regrets the inconvenience
Protection Options caused by this ilfegal and fraudulent activity.

Fr: tly Asked
Squantly Aske Key Updates:

Questions
Resources = An ongoing investigation has found that the Social Security numbers of
approximately 28,600 people in the database were illegally retrieved by
Notification Letter (eci2, the hacker. UCLA began notifying them on Jan. 10, 2007 (see Follow-
ot oty varsion) up Letter). The affected parties are limited to approximately 18,500
UCLA student financial aid applicants from 2002 through 2006 and
Follow-up Letter (an. so, © 10,100 former employees who separated from UCLA, the University of
?z‘x)omv version California Office of the President and UC Merced between 1995 and 2003,
plus one who left in 1988. If you are in this group, it does not mean you
News Release : are the victim of identity theft or that your Social Security number has

been misused.

If you want to know whether you are among the approximately 800,000
people in the database or among the 28,600 whose Social Security
numbers were illegally retrieved by the hacker, call the Identity Alert
Hotline established by UCLA. The phone number is (877} 533-8082.
Operators may need to ask you for additional information, such as the
maonth and day of your birth or the last four digits of your Social Security
number, in order to distinguish you from others with the same name.

Regardiess of whether or not the hacker has your personal information,
UCLA recommends that all those in the compromised database contact
the three national credit bureaus to place a fraud alert on their credit
files. This instructs creditors to watch for unusual or suspicicus activity,
such as someone attempting to open a new credit card account in your
name. A fraud alert, which can be reinstated after the injtial 90-day
period, entitles consumers to a free credit report from each of the three
national credit bureaus. In addition to free credit reports available to
those placing fraud alerts, federal law entitles consumers to one free
credit report from each credit bureau once a year. By staggering the
times at which free credit reports are ordered, consumers can monitor
their own credit without incurring financial costs. Details on protecting
your credit are available on this site at Protecting Your Credit and
Additional Credit Protection Options.

= If you believe you are a victim of fraud or identity theft resulting from
this hacking incident, UCLA and the FBI urge you to contact the FBI's
Internet Crime Complaint Center and submit an online report. In a news
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release, the FBI said: “All reports submitted will be analyzed and follow-
up action taken where appropriate.”

Reports can be filed at: http:/ /vwww.ic3.gov.
The news release is at:

http:/ /losangeles.fbi.gov/pressrel/ 2006 /12121506, htm.

i you do not have Adobe Reader instalied, you can down a free copy by dlicking the red button to the Jeft,

ULLA home = dentity Alert Hotline: (877) 538-8082 *Updated: January 8, 2007
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FBI * 11000 Wilshire Blvd. * Los Angeles, Ca 90024 * 310-996-3804,3343,4402 * Fax:
310-996-3345

For Immediate Release

DATE: December 15, 2006

FBI Advises Victims of UCLA Computer Intrusion to Report
Fraud to the FBI's internet Crime Complaint Center

On December 12, 2006, UCLA alerted approximately 800,000 individuals that their
names and certain personal information contained in a restricted database had been
illegally accessed by a sophisticated computer hacker. This database contained
certain personal information, including Social Security numbers, dates of birth and
home addresses, regarding current and some former UCLA students, faculty and
staff, some student applicants and some parents of students or applicants who had
applied for financial aid.

The FBI has initiated an investigation into the illegal access of the computer network
at UCLA to determine those responsible, the extent of the computer infrusion and
potential related criminal activity.

The FBI is urging anyone who was notified by UCLA that their information has been
comprormised and who believe they may have been victimized further by identity theft
or by other frauduient means to contact the FBl's Internet Crime Complaint Center
and submit an online report. Individuals submitting reports should clearly indicate the
nature of their affiliation with UCLA including their department, major, position, the
month and year of their initial affiliation with UCLA and, if applicable, the date that
affiliation ended. The reports should also include information as to whether or not the
complainant has had his/her identity stolen or has been the victim of other
identity-related fraud since June 2005. All reports submitied will be analyzed and
follow-up action taken where appropriate.

The above reports should be submitted to the FBI's Internet Crime Complaint Center
at: www.ic3.gov.

UCLA will also place a link to the FBI's internet Crime Complaint Center at
www.ic3.gov on the website they have set up in connection with this matter.

| Press Releases | Los Angeles Home Page |
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University of California Office of the President
Information Resources and Communications

Determining the Threshold for Security Breach
Notification

November 25, 2003

Background

California law requires notification to any California resident whose unencrypted
personal information was, or is reasonably believed to have been, acquired by an
unauthorized person as the result of a security breach. No criteria for reasonable belief
are provided in the statute. The University of California Business and Finance Bulletin
IS-3 Electronic Information Resources Section IV.D identifies requirements for
University of California compliance with this statute. Section IV.A, which addresses data
sensitivity, requires that campuses implement procedures to provide physical and logical
security of this information.

Deciding Whether or Not to Notify

Campuses should consider the factors listed below in making a determination to notify
for any security incidents subject to this regulation.

The Office of Privacy Protection in the California Department of Consumer A ffairs
http://www.privacy.ca.gov/recommendations/recomend.htm recommends that the
following factors be considered when making a determination to notify:

Acquisition ‘
In determining whether unencrypted notice-triggering information has been acquired, or
is reasonably believed to have been acquired, by an unauthorized person, consider the
following factors, among others:

1. Indications that the information is in the physical possession and control of an
unauthorized person, such as a lost or stolen computer or other device containing
unencrypted notice-triggering information.

2. Indications that the information has been downloaded or copied, for example: an
fip log that contains the name of a file containing notice triggering information.

3. Indications that the information was used by an unauthorized person, such as
fraudulent accounts opened or instances of identity theft reported.

(See: http://www.privacy.ca.gov/recommendations/secbreach.pdf)
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The University of California recommends consideration of these additional factors:
« Duration of exposure.
» Indications that any download or copy activity has occurred, even if there is no
specific evidence that there was a download or copy of data subject to the law.
s The extent to which the compromise indicates a directed attack, such as a pattern
showing the machine itself was specifically targeted.
« Indication that the attack intended to seek and collect personal information.

Campﬁses may use additional criteria to determine whether to notify.

Campuses should feel free to contact campus counsel at any step of the process if they
have questions or want legal consultation.

Other Considerations

In addition to the factors listed above, there may be other circumstances to be considered
when deciding whether or not to abide strictly by the requirements imposed by the law.
As an example, although the law doesn’t apply to data that is encrypted, if encrypted
information is reasonably believed to have been acquired as a result of a security breach,
the extent to which the encryption method would prevent the information from being
used should be considered when deciding whether or not to notify.

The law states: “Good faith acquisition of personal information by an employee or agent
of the agency for the purposes of the agency is not a breach of the security of the system,
provided that the personal information is not used or subject to further unauthorized
disclosure.” However, notification would be required if an employee misuses authorized
access to disclose personal information. Note as well that an employee disclosing
previously encrypted personal information on an unauthorized basis would trigger
notification.

If there is difficulty reaching a decision whether or not there is a reasonable belief that
data may have been acquired as defined by this law, campuses may also consider the
potential damage to individuals if the wrong decision is made. For example, one should
weigh the potential for identity theft or financial abuse if it turns out that the data had
been acquired and no notice was sent.

Determining the Threshold for Security Breach Notification
University of California Office of the President
November 25, 2003
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STATEMENT OF EDWARD M. KENNEDY
Hearing on “Identity Theft: Innovative Solutions for an Evolving Problem”
Senate Judiciary Committee
March 21,2007

American citizens are becoming victims of identity theft at an alarming rate. Last
year, nearly 9 million Américans had some part of their identity stolen. Victims spenf
300 million hours attempting to clear their names and re-establish good credit ratings, at a
cost to the economy of $56 billioﬁ dollars.

Those numbers are shameful enough. But these are only the tip of the iceberg,
because fhey refer only to caseé where lost or stolen data was fraudulently used. A vast
amount of personal data is no longer secure and is wéiting to be used by ériminals.
Estifnates suggest that since February 2003, the total number of lost or exposed pe’rsonalk
records exceeded 100 million. Not all of this information was used by criminals, but the
problem is obviously escalating, and it deserves a stronger federal response.

It’s become too easy for potentially harmful personal data to become public. The
increasing levels of identity theft are largely a product of technology and the information
age. Criminals can obtain information such as Social Security numbers, bank accounts,
credit card numbers, drivers’ license numbers, and medical and student records by
hacking into corporate, government, academic, and pefsona] computers. Not all personal
inforrhation, however, is stolen by hackers. Often, careless business practices and
personal practices lead to the information becoming publicly availabie. In arecent
example, 26 million veterans and their spouses became vulnerable to identity theft when

a Veterans Affair data analyst took home a laptop computer containing persoﬁal data

which was later stolen in a burglary.
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The consequences of such security breaches can’t be underestimated. When an
individual’s personal information becomes publicly available, the damage is permanent
because names, social secinity numbers, and dates of birth do not change. A criminal can
use sucﬁ information to obtain a credit card, work papers, or even a home with-an
innocent person’s identity. Mére must be done to curb these attacks.

Technology has created a world in which a few key strokes can lead to the theft of
a person’s finances, security, and identity. The federal government has a duty to combat‘
this epidemié, and do so responsibly. We need comprehensive legislation that does not
impose insurmountéble administrative burdens, but does ensure tflat victims of identity
theft have notice of any breaches and have adequate remedies when these serious crimes

occur,
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Statement of Senator Patrick Leahy,
Chairman, Committee on the Judiciary,
for Subcommittee on Terrorism, Technology and Homeland
Security, Hearing on “Identity Theft: Innovative Solutions for an Evolving Problem”
' March 21, 2007 ~

I commend Senator Feinstein for conducting today’s subcommittee hearing on “Identity
Theft: Innovative Solutions for an Evolving Problem.” The evolving problem of identity
theft remains a serious threat to Americans’ privacy and it is an issue that the Judiciary
Committee should carefully examine. ’

According to the Privacy Rights Clearinghouse, more than 100 million records containing
sensitive personal information -- such as name, address and social security numbers -
have been involved in data security breaches since 2005. Despite this sobering statistic,
we continue to learn about more-and more data breaches that expose millions of
Americans to identity theft.

Earlier this year, mega-retailer TTX Companies, Inc. disclosed that it suffered a major
computer breach involving the credit and debit card purchases of hundreds of thousands
of American consumers. The scope of the damage to Atnericans’ privacy resulting from
this breach remains unknown, but many believe that this breach has put thousands of U.S.
consumers at risk of identity theft.

These data security breaches are compelling examples of why we need strong federal
data privacy and security laws to help prevent identity theft. Last month, Senator Specter
and I reintroduced our Personal Data Privacy and Security Act, S. 495, a comprehensive
data privacy bill to protect Americans’ sensitive personal information. While Senator
Specter and I certainly do not have a monopoly on good ideas to solve the serious
problems of identity theft and lax data security, we have put forth some very meaningful
solutions to this problem in this bill. I hope that the Senate will pass this bill this year.

Today, Americans live in a world where, with just a few keystrokes on a computer, their
most sensitive personal information can be accessed and sold to the highest bidder. Yet,
our privacy laws lag behind the capabilities both of today’s technology and the cunning
of identity thieves. This is an important issue for this Committee to examine and I look
forward to exploring ideas about how to best address the problem of identity theft.

HHH
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United States Senate Committee on the Judiciary
Subcommittee on Terrorism, Technology & Homeland Security

Identity Theft: Innovative Solutions for an Evolving Problem
March 21, 2007

Testimohy of
Joanne McNabb, Chief
. California Office of Privacy Protection

Chairman Feinstein, distinguished members of the Subcommittee, thank you for the
opportunity to share with you California’s experience over the past several years in
tackling identity theft. My name is Joanne McNabb and I am Chief of the California
Office of Privacy Protection. The Office of Privacy Protection, in existence since 2001, is
an education and advocacy office, with a mission of identifying consumer problems in
the privacy area and facilitating the development of fair information practices. The
Office’s functions include assisting consumers with privacy concerns; providing
information and education to consumers and to organizations; coordinating with law
enforcement on identity theft and other privacy crimes; and recommending privacy
practices to organizations.

From the beginning, identity theft has been the focus of many of our efforts. Historically
over 60% of the calls and email we get are about identity theft. Several of the consumer
information sheets available on our Web site cover aspects of identity theft and most of
our Recommended Practices documents for businesses and other organizations address
the responsible handling of the personal information that is the target of identity thieves.
Last year we conducted or participated in 50 consumer workshops and seminars on
identity theft, including 19 last June for veterans and military personnel in collaboration
with the California Department of Veterans Affairs, and also 41 seminars on privacy
practices for business or government.

California has been acknowledged as a national leader in privacy protection and in
responding to identity theft. Since 1999, the California Legislature has enacted more than
80 privacy laws, 31 of them on identity theft. The Schwarzenegger Administration has
made identity theft a priority, increasing the budget of the Office of Privacy Protection to
enable us to undertake a program that has included developing a law enforcement manual
on identity theft investigation and prosecution, working with universities on privacy and
security awareness, training community-based organizations in identity theft victim
assistance and prevention sirategies, and developing privacy training materials for all
State employees. This April we will hold our third annual California Identity Theft
Summit. The first Summit, in 2005, focused on identifying the barriers to the
investigation and prosecution of identity theft crimes. The 2006 Summit responded to
some of the findings of the previous year by providing targeted training for all those who
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must play a role in stemming this crime — consumers, business, law enforcement officers,
prosecutors, and government. This year’s Summit, “Protecting Privacy Online,” will
include more training sessions and also policy discussions of two issues critical to
preventing identity theft: privacy and public records, and verifying identity in the online
world.

California laws intended to prevent or respond to identity theft have served as models for
other states and for the federal government. The 2003 FACT Act amendments to the Fair
Credit Reporting Act contained several provisions based on California laws, including the
truncation of credit card numbers on customer receipts, the requirement to securely
destroy certain customer records, and the rights of identity theft victims to block fraud-
related items in credit files and to get copies of documents on fraudulent accounts.
California laws such as those on notice of security breach, freezing credit files, and the
confidentiality of Social Security numbers have inspired many states to enact similar laws
and are, as we know, being considered in Congress.

Because California has had these laws in effect for a few years now, I would like to share
with the Subcommittee some of the observations of the California Office of Privacy
Protection on the impact they seem to be having. I base these comments on what we learn
in advising consumers of their rights and recommending strategies to pursue them, and in
discussing information-management practices with businesses and other organizations.

Social Security Number Confidentiality

I want to highlight the measures that seem to be having an impact on protecting
consumers and protecting personal information. The first is a law that took effect starting
in 2003, prohibiting the public posting or display of Social Security numbers. We all -
know that Social Security numbers have become the key to the vault for identity thieves,
giving them the ability to open new credit accounts, get medical care, gain employment,
even create criminal records in victims” names. The California law does not prevent
organizations from using Social Security numbers for internal administrative purposes,
but instead focuses on making the numbers less publicly available. It is thanks to this law,
for example, that my Blue Shield card no longer has my Social Security numberon it: It’s
also why colleges and universities in California no longer use Social Security numbers on
student ID cards, thereby removing the number from many other uses as well: every
professor no longer has to have every student’s Social Security number on class lists. The
presence of Social Security numbers on public records that end up on the Internet remains
a challenging problem, involving the potentially competing values of open government
and individual privacy.

Security Breach Notification

Certainly the best known California privacy law is the one requiring businesses and state
agencies to notify individuals of a security breach involving their personal information.
Taking effect in mid-2003, the law defines personal information narrowly, as the kind
that identity thieves are after: name plus Social Security number, driver’s license or state
ID numbser, or financial account number. When the law was being considered by the
California Legislature it was discussed as a way to give individuals early warning that a

California Office of Privacy Protection 2
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breach may have put them at risk of identity theft, thereby allowing them to take steps to
protect themselves. Much of the debate on such laws has focused on how to define a
notification trigger based on an appropriate level of risk. The California law was
conceived as risk-triggered, based on the assumption that acquisition of the information
by an unauthorized person — or the reasonable belief in such acquisition — constitutes a
risk.

The California Office of Privacy Protection does not enforce the breach notice law, or
any other privacy law. Our role in dealing with breaches has been to assist both notice
recipients and organizations that experience breaches. We are part of our state
government’s breach response procedure, and we also have regular conversations with
other organizations experiencing breaches. We first issued our “Recommended Practices
on Notice of Security Breach” when the law took effect. It contains best practice
recommendations on prevention, preparation for notification, and notification. The
recommendations are based on fair information practice principles and input from an
advisory group of stakeholders, updated with what we’ve learned from breach
notification incidents over the past four years,

While the original intent of the law may have been te warn individuals of potential
identity theft, and the law has had that result, I think the larger impact has been on
improving the information management practices of organizations. Whereas information
security has generally been viewed by organizations as a cost only, the requirement to
notify has revealed the cost of insecurity. A 2006 benchmark study by the Ponemon
Institute found that the cost per individual notified was $187. For many organizations,
that cost, which includes lost business, justifies spending on security measures to protect
information.

I would like to summarize some of the lessons that have been learned — or in same cases
are still being learned — from breaches.

The Office of Privacy Protection learns of breaches in several ways. Individuals who
have received notices call or e-mail us. State agencies consult with us as part of their
incident response procedure. Occasionally companies call us, sometimes anonymously,
when considering a possible notification. And, like everyone else, we learn about
incidents through the news media. We have reviewed available information on 530
breach notifications since 2003. Our set does not contain every breach notification that
has occurred, but it probably contains nearly all of those that affected enough people to
attract media attention,

When we learn of a breach from a notice recipient, we generally contact the
organization’s privacy or compliance office. We may ask for more information or a copy
of the notice, to help us in responding to consumer callers. We let the organization know
of the assistance we can provide. Our Recommended Practices document contains sample
notice letters, covering the different types of personal information that may be involved.
We have a one-page flyer, in English and Spanish, which explains simply what steps an
individual should take in response to a breach involving Social Security numbers only.

California Office of Privacy Protection 3
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We also have Frequently Asked Questions for call centers, which cover the typical
questions people ask, mostly about dealing with credit bureaus. All of these are available
on our Web site.

What Types of Organizations Are Notifying of Breaches?

In our sample of 530 breach notifications, universities and government agencies account
for most of the incidents, about 28% universities and 25% government. The prominence
of universities may be explained by a couple of factors that create special challenges for
information security on campus. The culture encourages the free flow of information as
part of academic freedom and the scientific method. Campuses usually have very
decentralized information technology structures, with individual departments, schools,
centers and programs operating their own systems, making system-wide policies and
procedures difficult to enforce. I also think that universities might be particularly
responsible about reporting and notifying of breaches.

Financial services companies experienced 14% of the breaches in our set, medical
facilities 11%, retailers 5%, and schools 3%. The remaining 15% are manufacturers, data
brokers, and other businesses,

What Types of Breaches Are Triggering Nofification?

Nearly half (46%) of the notifications in our sample are the result of lost or stolen laptops
and other devices. Hacking, which was the nature of the breach that led to the passage of
the California law, accounts for 21%. Web site exposures make up 11%, insider theft 5%,
improper disposal 5%, mis-sent mail 3%, mis-sent email 2%, lost shipments or mail 1%,
outsider fraud 1%, and other 3%. (It is worth noting that breaches resulting from mailing
errots involved paper records, arguably not “computerized data,” but some companies
have taken a best practices approach and notified even when the law’s application is not
clear.)

Social Security numbers, the most problematic type of personal information, were
involved in 69% of the breaches. Financial account numbers, including credit card
numbers, were at risk in 17%, and driver’s license numbers in 4%. In 18%, cither other
types of personal information, such as passport numbers, were involved or we don’t
know what information was involved. (The numbers add to more than 100% because
some incidents involved more than one type of information.)

What Have We Learned from Breaches?

One lesson —made clear by the significant share of breaches resulting from lost or stolen
devices ~ is that organizations need to pay more attention to how they protect personal
information when it’s on a portable computer or other device. Some organizations are
doing this by using encryption on laptops and other portable devices. California state
government policy requires agencies to encrypt personal or confidential information on
laptops and other portable devices. Some organizations have adopted new procedures to
safeguard the information, such as cabling PCs to desks or not allowing the downloading
of Social Security numbers from mainframes onto PCs or laptops. Some have tightly
restricted the number of people who are permitted to carry sensitive personal information
on portable devices.

California Office of Privacy Protection 4
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Another lesson, which should not come as a surprise, is the ubiguity of Social Security
numbers in databases and other records. Fully 69% of the breaches in our sample
involved Social Security numbers. Individuals face the greatest risk of serious identity
theft problems when their Social Security numbers fall into the wrong hands. With a
name and a Social Security number, an identity thief can open new credit accounts, take
out a car or mortgage loan, gain employment, claim government benefits or even create a
criminal record. Recovering from these types of identity theft can take hundreds of hours
and thousands of dollars, making early discovery critical.

Some organizations that have experienced breaches of Social Security numbers have
revised their data retention policies. After a breach that exposed 15-year-old data, a
university decided not to retain certain information, including Social Security numbers,
on applicants who were not admitted.

Others have reconsidered their collection of the sensitive personal information in the first
place. One blood bank which, like several others with mobile operations, had a laptop
stolen, changed its policy of collecting Social Security numbers and decided to rely
instead on the unique donor numbers that they were already using.

Another key lesson is the need for training on privacy and security practices. It is not just
information technology or human relations staff who handle personal information. On the
contrary, nearly everyone in an organization — from the janitor, to the mailroom clerk, to
the CEO —is likely to touch personal information on the job. The best technology and
procedures can be ineffective if people do not use them properly. Training in proper
information handling is a continuous process, part of building a culture that respects
privacy and protects people by protecting personal information.

Security Freeze

Another California law created what is probably the strongest protection available to
consumers to protect them from new-account identity theft, one of the more difficult
kinds to recover from. The law giving California consumers the right to “freeze” their
credit files took effect in mid-2002. It allows identity theft victims in possession of a
police report to freeze their files for free and allows any individual to place a freeze fora
charge of up to $10 per credit reporting agency. When a consumer has frozen her files, a
credit issuer checking her credit history will receive a message saying “file frozen.” This
essentially prevents the issuance of new credit, because the credit issuer cannot geta
credit score. The consumer receives a PIN that allows her to temporarily “lift” the freeze
when she wants to apply for new credit. A freeze does not interfere with existing
accounts, as existing creditors are still permitted to access a frozen credit file to perform
periodic account reviews. Nor would a freeze allow someone to hide debts, since debt
collectors have access to frozen files.

California Office of Privacy Protection 5
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Since the law took effect in 2002, the California Office of Privacy Protection has
received a few complaints from consumers or businesses about the functioning of a
freeze. The most common complaint has been from consumers who were attempting to
place a freeze and were not able to complete the process with one of the credit bureaus. In
all such cases, we were able to contact the credit bureau and facilitate the process for the
consumer. We have also received complaints from consumers who felt that the freeze
should be available for free to all, that consumers should automatically have control of
access to their credit histories.

We do not know how many Californians have frozen their credit files in the past five
years. Only the credit bureaus know that. About six months after the law took effect, I
understand that there were only about 150 people who had placed freezes on their files.
By early 2005, soon after the ChoicePoint and other high-profile security breaches began
to raise awareness of the security freeze as a protective measure, I heard that there were
4,000 California freezes. More recently, I have heard the figure quoted as 50,000. While
that is a very small percentage of Californians, I think the increase demonstrates that
when people learn about the option of freezing their files, many choose to do so. It is not
easy for individuals to find out about the freeze, as it is not advertised in mass media and
only in recent months have the credit bureaus made information about the freeze easier to
find on their Web sites and automated phone systems. The number of calls the Office of
Privacy Protection received from people asking how to place a freeze increased 10-fold
between July 2004 and July 2005, a growth I would attribute to the mention of the freeze
in news stories on breaches.

Even with much greater awareness, [ would not expect the security freeze to be used by a
large percentage of consumers. Unlike the Do Not Call Registry, the freeze is not free.
The $10 charge per credit bureau, which comes to a total of $60 for a married couple in
our community property state, is a definite barrier. It is also more difficult to place 2
freeze than to sign up for the Do Not Call Registry. The freeze must be requested in
writing to each of the bureaus, along with a lot of personal information. Also, people who
are very active in the credit market would likely find the freeze an inconvenience. It
effectively moves you from the world of instant credit at the check stand to credit it three
business days. For some people, waiting three days is well worth the protection afforded
by a freeze.

A definition of information privacy is the ability to control one’s personal information,
and a security freeze allows individuals who want it to have significant control over
access to the personal information in their credit files.

Criminal Identity Theft Registry ,

Perhaps the most difficult form of identity theft to deal with, and fortunately one of the
least common kinds, is criminal identity theft. While all identity theft is a crime in
California law, the term “criminal identity theft” is used to refer to an imposter’s use of
someone’s personal information when atrested or charged with a crime, thereby creating
a false criminal record for the victim. The victim of this kind of ¢rime may lose his
driver’s license, be arrested repeatedly, or be unable to get work, sometimes for years.

California Office of Privacy Protection . ' 6
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California’s approach to helping criminal identity theft victims was the creation, in 2001,
of a Criminal Identity Theft Registry maintained by the California Department of Justice.
Victims listed in the Registry are given a PIN and a toll-free number, which allows the
victim to exonerate himself in future situations. For example, if a victim in the Registry is
stopped on the highway for a broken taillight, he can tell the officer that he is a criminal
identity theft victim and that a record of that status is kept in the Registry. The victim can
give the officer the phone number and his PIN, allowing the officer to verify his status —a
“get-out-of-jail faster” procedure. For employment situations, the Registry staff will send
a letter to a prospective employer.

In order to become listed in the Registry, someone who has learned that he is a victim of
criminal identity theft must obtain verification by a court, usually via a Judicial Finding
of Factual Innocence. With that court order, the victim files an application to the
Registry, along with LiveScan fingerprinting.

One challenge for victims has been in getting the court order. For the first four years of
the Registry’s existence, there were fewer than five registrants. Victims who contacted us
found that they needed the help of an attorney to get the court order. In 2003, the Office
of Privacy Protection developed a guide to help victims of criminal identity theft geta
Judicial Finding of Factual Innocence in order to get into the Registry, making it easier
for them to represent themselves. Since that time, the number of victims taking advantage
of the Registry has increased to 70. With continuing education of court clerks, judges,
prosecutors, and law enforcement on the procedures, we believe that the Registry
represents a reasonable approach to helping victims resolve the recurring problems
created by this form of identity theft.

Thank you for this opportunity to testify and to share some of California’s experiences in
dealing with identity theft.

California Office of Privacy Protection ! : » 7
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Introduction

Chairwoman Feinstein, Ranking Member Kyl, and Members of the
Subcommittee, thank you for ﬁroviding the opportunity to participate in this timely and
important hearing, 1am senior staff attorney to the Samuelson Law, Technology &
Public Policy Clinic, based at Boalt Hall School of Law (University of Californja-
Berkeley). Joining me in this testimony is Professor Deirdre K. Mulligan, who directs
both the Samuelson Clinic and the Center for Clinical Education at Boalt Hall. Professor
Mulligan played a key role in the conception and drafting of California Assembly Bill
700.-when then Assemblyman Joseph Simitian, which was enacted by the State's
legislature as SB 1386.

The Samuelson Clinic gives students hands-on training while providing a new
voice for the public interest. Through the clinic, students file friend-of-the-court briefs,
com@ent on proposed legislation and regulations, and provide legal assistance in matters
that raise important issues relating to law and technology. The clinic represents consumer
interests in intellectual property, communications regulation and privacy issues.

Professor Mulligan is a member of the Team for Research in Ubiquitous Secure
Technology (TRUST), a multi-disciplinary, multi-institutional research project funded by
the National Science Foundation. TRUST is devoted to the development of new science
and technology that will transform the ability of organizations to design, build, and
opérate trustworthy information systems. As part of its research, TRUST is developing
improved technology to combat phishing, spyware, botnets, and related threats, and
studying the policy and legal context and implications of related activities such as ID

theft. TRUST researchers have developed anti-phishing technologies, explored enhanced
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web authentication methods, studied human factors in the installation of spyware, and
researched the growing problem of botnet attacks on the internet. The full scope of
TRUST's research is available online at http://www.truststc.org/. Students and staff of
the Clinic and PhD and post-docs work}ng with Professor Mulligan participate in
research and policy development related to TRUST’S agenda.

In our testimony today, we make recommendations on how to address the
evolving problem of identity theft, including a proposal to require banks to report on
identity theft incidents, and credit freezqs; explain the often overlooked policy goals and
benefits of security breach notification laws; provide feedback on S. 239, the Notification
of Risk to Personal Data Act of 2007 and S. 495, the Personal Data Privacy and Security
Act of 2007.

Overview

Congress should consider the broad policy goals of security breach notification
laws. These laws are "light-weight regulatory mechanisms," modeled upon
groundbreaking environmental statutes that require public reporting of releases of toxic
chemicals. Like their environmental analogues, security breach notification laws create
strong incentives for investment in best practices. They create incentives to reduce
reliance upon sensitive personal information, particularly the Social Security number.
And, they have identified areas where more security investment is needed, most
immediately in the securing of laptop computers.

Research should inform policy on security breach notification. We are

performing several empirical studies into aspects of security breaches. These include

Mulligan & Hoofhagle, IDENTITY THEFT:
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research into how entities are giving notices under the current state laws, and a study into
how security breach notification laws have affected security investment.

Central, standardized reportihg of breaches, similar to the form of reporting
required by toxic chemical release statutes would improve the effecf of security breach
notification efforts, by creating a centralized base of k;lowledge about security risks and
failures that will facilitate the identification of areas ripe for best practices (whether
industry driven or regulatory), identify long-hanging fruit for immediate resolution
through the deployment of existing technology, practices and policies; facilitate risk
assessment pritical to the development of internal policies as well as external risk
mitigation systems such as insurance markets, and support research to further enhance
our capacity to develop secure trustworthy information systems. That is, security
breaches should be registered with a federal agency and statistical information about
these incidents should be made available to the public by default. Access to basic
information about who has experienced breaches and how the breaches occurred will
provide important guidance about how to improve the information security landscape.

The security breach notification laws around the country are laying the
groundwork for a data-driven analysis of possible improvements in information and
network security. Advances in the policy and technological solutions to identity theft,
similarly, depend upon the availability of valid data. This data is lacking, and the policy
discussion is weakened by its absence. Currently, identity theft is measured through
survey polls of victims that cannot fully capture the scope of the problem. If lending
institutions themselves were to report on the prevalence and severity of identity theft, a

more complete picture of the problem could emerge, and adequate resources and policies
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could be allocated to fighting the crime. Reporting could also create a market for identity
theft safety, where banks compete to provide the products most impervious to the crime.

Credit freezes, also known as security freezes, represent an important state
innovation in fighting identity theft. Because lending institutions ignore fraud alerts too
frequently, credit freezes are the only remedy individuals can effectively use to prevent
identity theft in certain situations. Individuals should be able to enjoy the benefits of
security freezes as no cost, and be able to "thaw" their credit file quickly in order to take
advantage of opportunities.
Security Breach Notification

Regulatory interventions, such as the requirement to notify individuals of security
breaches, play an important role in shaping institutions' policies. The duty to give
individuals notice of security breaches is similar to public reporting duties embodied in
the Emergency Planning and Community Right-to-Know Act of 1986 ("EPCRA").! That
law requires companies to make inventories of certain toxic chemicals, and to report to
the public when such chemicals are released. EPCRA is reported to have a dramatic
effect in reducing the prevalence of toxic releases. We make several observations on
how EPCRA created a "race to the top" and how security breach notification laws have
created similar incentives to improve practices:

First, just as EPCRA created strong incentives to secure toxic chemicals, security
breach laws create incentives for information security investment. Prior to enactment of
these laws on the state level, businesses were free to keep security incidences secret, and

in effect, pass-the costs to individuals who would be subject to identity theft and other

142 USC § 11023 (2007).
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misuse of their data. The 2002 Computer Science and Telecommunications Board
(CSTB) report on cyber security” noted several barriers to adequate investment in
security:

*»  Security isexpensive and is not productive,” which creates an incentive to invest
as little as possible in security.

* Security is hard to measure, breaches are difficult to notice, and, as a result, might
go unreported.

= Security has an “arms race” quality of action and reaction.

¢ Itis easier to attack a system than it is to defend; a system might have many
vulnerabilities, any one of which might be a single point of failure.

* Policymakers and researchers face a particularly acute problem of having
insufficient data about information system security vulnerabilities.

*  Security is an externality.*
The research literature on security identifies the need for a scheme to encourage
investments in trustworthiness, because there is a gap between the self-interests of
businiesses (namely, not to invest in trustworthiness) and what's best for society (namely,

trustworthy systems). Traditionally, such gaps are bridged by law and government

% National Research Council (CSTB), Cybersecurity Today and Tomorrow: Pay Now or
Pay Later.

? By this I mean that security investments do not directly contribute to individual or
business productivity. I cannot use anti-virus software to write law review articles,
though virus protection lowers the risk that I’l have to spend time and money recovering
from a computer virus.

* According to Camp and Wolfram, “[e]Jconomists define externalities as instances where
an individual or firm’s actions have economic consequences for others for which there is
no compensation.” Compensation, of course could flow to or from the actor, leading to
the distinction between positive (uncompensated benefits to others) and negative
(uncompensated costs imposed on others) externalities. Economists also-define a third
externality, the network externality, which describes “products for which the utility that a
user consumption of the good increases with the number of other agents consuming the
good.” Michael Katz and Carl Shapiro, Technology Adoption in the Presence of Network
Externalities, 94 J. Pol. Econ. 822 (1986).
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regulation. Thus, the question is what legal rules might be effective in altering
investments. Security breach notification laws have caused entities to internalize more of
the L:OStS of the use and misuse of personal information, by responding to some of the
failings noted by the CSTB.

Second, information disclosure and reporting mechanisms can encourage
'companies to reduce the risk to the public of a Harm, without directing the business to
take specific actions. Whereas typically, regulation places government in the midst of
business practices to specify standards and procedures, these light-weight mechanisms
leave businesses with more leeway for finding solutions. The mechanism ensures
compliance through transparency, using "sunlight as a disinfectant.” They also mitigate a
key objection to regulation, in that they do not reify a given set of best practices but
rather encourage those in the best position to evaluate new threats and risks to invest
wisely in technologies, practices and policies to secure assets and information.

In the context of security breach notification laws, as part of the internalization of
costs, entities have much stronger incentives to reduce the collection of sensitive
personally identifiable information, particularly the Social Security number. Because the
Social Security number plays a key role in identification and authentication in the credit
markets, it is important that information policy discourage its collection and use.

Third, in the EPCRA context, disclosure of toxic releases provided benchmarks
and information that could inform where additional investment was needed. The same is
true in the security breach notiﬁcétion context. These laws have identified areas where
more security investment is needed. For instance, based on news reports and statements

issued by entities that have experienced breaches, we know that laptop theft is a major
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vector for data loss. Investments can now be tailored to that specific vector, and we
believe we will see new products developed to ensure that data on laptops are more
secure from theft. We know that the economic calculus around investment in encrypting
data on portable devices has been altered due to security breaches that have been
disclosed.

Accordingly, like the EPCRA before it, security breach laws perform more
fanctions than simply warning individuals of risk. As such, focusing only on identity
theft is a narrow view of the benefits of security breach notification laws. ' These laws
have contributed to security investment, changes in the collection of personal
information, and a better understanding of security risks.

In our research, we are interviewing Chief Security Officers to understand the
effect of the security breach disclosure laws on their role in the institution and the
institutions behavior and investments around information and network security. We have
also collected 206 security breach notification letters. We are coding the letters for over
tﬁirty variables to leam more about breaches and how companies choose to give notice.
For instance, we are trying to determine how long entities take to provide notice after
experiencing a breach, what vulnerabilities cause breaches, whether entities typically
offer credit monitoring or other remedial efforts, and whether basic letter writing forras
are followed (i.e. whether a date appears on the letter, whether contact information for the
entity experiencing the breach is provided, and so on). When we have cqrﬁpleted coding
the information, we will share our report and raw statistics with the Committee and the

public.

Mulligan & Hoofnagle, IDENTITY THEFT:
INNOVATIVE SOLUTIONS FOR AN EVOLVING PROBLEM 8



70

Security Breach Notification: State Law Innovations

As part of our research, we have surveyed the various state laws that require
notification of security breaches. ‘Several states have created new innovative approaches
to the problem. These innovations should be consideréd in any federa] legislation; some
should be adopted.

First, several states, including New York, New Jersey, and North Carolina,
require some form of centralized reporting after a breach. This is an important
innovation that should be adopted at the federal level. There are cases where a breach
affects a single individual. These breaches may be a result of exceptionally poor
practices, but are unlikely to come to public light if small numbers of individuals are told
of them. Centralized'reporti ng will allow consumer protection authorities to track trends
in security breaches, large and small, and to determine whether entities are providing
adequate protections for information.

Second, both New York and North Carolina officials have developed standard
forms for reporting breaches. These forms are attached as Appendix A: A version of
them should be adopted at the federal level. Having a standard form encourages entities
to disclose basic information about breaches, such as the date that the breach occurred,
how it occurred, and how many people were affected. In our coding of security breach
letters, we have already found that this basic information is omitted in some cases.
Reporting also allows for the statistical study of breaches, which in turn, can inform

information security policy and investment.
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Similar form reporting under the EPCRA has enabled citizens to use toxic release
data for civic engégement and research. Benchmarking and information analysis will be
possible if form reporting is mandated for security breaches.

Finally, states have created new personal information triggers for security
breaches. Some protect medical information, and the account numbers of savings and
checking accounts, account passwords, and biometric identifiers.

S. 239, The Notification of Risk to Personal Data Act of 2007

Senate Bill 239, the Notification of Risk to Personal Data Act of 2007, is an
ambitious proposal that will require both businesses and federal government agencies to
give notice of some information security breaches. The legislation is broader than many
state mandates, in that it covers a wider array of companies that possess but do not own
personal information. For instance, a company that processes data for others that
experiences a breach may not have to give notice under state laws, as it neither owns nor
1icenses the data. S. 239 would fix this loophole.

It defines security breaches broadly, but only requires notice of breaches
involving "sensitive personally identifiable information." Nevertheless, many identifiers
can serve as a trigger for issuing a breach notice. For instance, biometric data, account
numbers, and combinations of home address, date of birth, and mother's maiden name
can constitute "sensitive personally identifiable information.”

The Safe Harbor

A significant safe harbor in the legislation allows covered entities to avoid giving

notice if a risk assessment is performed that concludes that, "no significant risk that the

security breach has resulted in, or will result in, harm to the individuals whose..."
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information was breached. The risk assessment must be disclosed to the United States
Secret Service, but the bill does not specify whether the risk assessfnent or basic
sfati stical data about the breach will be made publicly available.

California law has no safe harbor for risk of harm to individuals. California Civil
Code 1798.82(a) specifies that notice is required whenever, "unencrypted personal
inférmation was, or is reasonably believed to have Becn, acquired by an unauthorized
person.”

While the legislation broadens the types of identifiers subject to security breach
notification, the "significant risk" safe harbor creates a loophole that could allow entities
to "look the other way" in order to avoid giving notice. This is a significant tradeoff.

Furthermore, it introduces the concept of "harm” into privacy law. Privacy law
generally does not require individuals to demonstrate injury in order to recover for an
invasion of privacy. Most privacy statutes provide money damages by default if a
violation is proven.

Harm is also inappropriate because it is a subjective standard, and it is.often
equated with physical injury, which is rare in privacy violations. A more appropriate
standard would be "misuse” of personal information. "Use" of personal information is
well understood in privacy law; many privacy statutes set forth acceptable and
unacceptable uses of data.

Misuse is more intuitiire, more flexible, and more applicable to a situation where
data is stolen but the wrongdoer intends some other type of action than identity theft.
Individuals may ﬁave particularized sensitivity to having personal information released.

For instance, the release of basic contact information of a victim of domestic violence
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could cause harm completely unrelated to identity theft or fraud, although the institution
experiencing the breach would not perceive this problem, and conclude that there is no
significant risk of harm to the individual. Similarly, victims of stalking live with the
same risks. Information may be accessed and disclosed simply to embarrass another, or
in the case of the Hewlett-Packard pretexting controversy, to investigate another person
in an invasive way. All of these risks could be covered by the concept of misuse of
information.

We believe that security breach notification laws should favor disclosure over
non-disclosure. Allowing the entity that experienced the breach, rather than the
individual who may be affected by it, to decide whether to give notice favors non-
disclosure. A better standard would be to place the onus-on the entity to certify that there
is no reasonable risk of misuse of information.

The risks of non-disclosure could be addressed by requiring public, statistical
reporting on the breach to a federal agency. Appendix A has two examples of forms
required for centralized reporting in New York and North Carolina. These forms contain
basic but critical information that individuals can use after a breach occurs, including the
déte on which the breach occurred, the date when notice was issued, the number of
people affected, contact information for the entity, and a simple explanation of what
happened. Such reporting could provide a check upon entities that seek to avoid giving
notice inappropriately.

The Financial Fraud Prevention Exemption i

The financial frand prevention exemption allows any i)‘usiness entity to be exempt

from the notice requirement if it uses or participates in a security program that blocks
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unauthorized financial transactions. This exemption is intended to limit the duty to give
notiée of security breaches where credit card numbers alone are lost or stolen.

This exeraption should be considered carefully. It essentially is a sector-specific
exermption from a broad information security law. It is not clear why credit card
companies, a sector whose products have béen identified with the largest data breaches,
should be given special, preferential treatment here. Many of the largest information
security breaches, ones that led to an understanding that there were weaknesses in
compliance with the Payment Card Industry Data Security Standard, would never have
come to light if this exemption were in place.

Additionally, in effect, the exemption mandates the use of a specific technological
approach to preventing fraud.

Requiring notice in situations where the security program fails and fraud or
unauthorized transactions have occurred is insufficiently narrow. Entities often cannot
determine basic information about a breach. It is likely that an investigation into a breach
could not determine whether that specific breach led to fraud or anthorized transactions.
Contents of Notice

The bill specifies that notices sent to individuals include a description of the
information stolen, a toll-free number of the entity that experienced the breach, and
contact information for the major consumer reporting agencies.

It is important that other information be included as well. We have found that
some entities' breach notification letters lack basic information. In some cases, the letters

are undated. In others, the timeframe of the breach is not disclosed.
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There is also a risk that disclosure may be obscured by promotional text. For
instance, in Appendix B, we attach a breach notification letter from H&R Block. Unlike
other breach notification letters, the H&R Block one does not advise the reader of the
security incident until the second paragraph. The first paragraph only discusses a
company promotion and notes how uéeful its produgct is.

Notices can be written so as to discourage readership. For instance, in Ting v.
AT&T, a district court found that AT&T conducted research to develop a notice regarding
new contract terms that consumers would be likely ignore.” Legislation should anticipate
and discourage such efforts.

S. 495, the Personal Data Privacy and Security Act of 2007

Senator Leahy's S. 495, the Personal Data Privacy and Security Act of 2007, |
incorporates much of the same language of S. 239. In differs in several important ways,
and these differences make S. 239 a superior bill. ‘Three provisions of S. 495 are
problematic and will limit the policy objectives of security breach notification laws.

First, S. 495 exempts a broader scope of public record information from
notification duties than S. 239. S. 495 would create a notice loophole in cases where an
entity had a database of sensitive personal information stolen, so long as the data derived

from a public record.

3 v Another part of AT&T's research, the Qualitative Study, concluded that after reading
the bolded text in the cover letter which states 'please be assured that your AT&T service
or billing will not change under the AT&T Consumer Services Agreement; there's
nothing you need to do," 'at this point most would stop reading and discard the letter.' (J.
Ex. 9-9.) One of the authors of the study did not find this conclusion to be a cause of
concern, and no one on the detariffing team ever expressed concern to her about this
conclusion." Zing v. AT&T, 182 F. Supp. 2d 902 (N.D. Cal. 2002).
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This loophole is problematic, because sensitive information contained within
public records often exist in "practical obscurity.” That is, they are public records, but
they are stored in media generally inaccessible to the public. Once aggregated, these
records create a powerful new vector for misuse of personal information.

Just imagine the impact to untold numbers of Americans who have purchased a
home, and in the process, had their Social Security numbers filed on the deed. Those
Social Security numbers are essentially locked in paper public records across the country.
If a company collects that information and digitizes it, thereby making it more accessible
to wrongdoers, why should it be exempt from sécurity breach notification?

The Supreme Court has recognized that aggregations of otherwise public
information create new risks to privacy. In United States Department of Justice v.
Reporters Committee for Freedom of the Press, the Court held that disclosure of FBI-
aggregated rap sheets, detailing criminal histories, violated the privacy exemption of the
Freedom of Information Act. Although the data contained in the compilation of the rap
sheets were technically public, they were distributed across the country in documenté that
were difficult to access. The Court observed that in "an organized society, there are few
facts that are not at one time or another divulged to another." It logically flows that an
aggregation of these facts could end individuals' right to privacy. The Court
appropriately recognized that there is a "distinction, in terms of personal privacy,
between scattered disclosure of the bits of information contained in a rap sheet and

revelation of the rap sheet as a whole."®

489 U.S. at 763 (1989).
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In aggregating information from obscure public records, entities make it more
likely that this information can be misused. If such an entity suffers a breach, it is just as
serious as one where the information was collected by other means. Such an exemption
undermines the public policy objectives of security breach notiﬁqation laws, and may
create incentives for entities to inject sensitive personal information into the public record
so that privacy laws do not cover it. The broader language from S. 495 should not be
included in S. 239.

Second, S.495 provides immunity to the proposed crime of intentionally and
willfully concealing a security breach. Individuals qualify for this immunity if they
inform the Secret Service of the security bréach risk assessment and the agency does not
direct the entity to give notice within ten days. We think it extremely unlikely that the
Secret Service will have the capacity to routinely review and act upon risk assessments
with ten days of their receipt. It will thus make this protection against wrongful
concealment illusory and impossible to enforce. This immunity provision should not be
included in S. 239.

Finally, S. 239 requires the Secret Service to issue a report to Congress on
security breaches. S. 495 limits this important report by prohibiting it from containing
any information from a risk assessment. The Secret Service's report should not be limited
in this way. For instance, the agency may want to report examples of risk assessments
that, in its opinion, were inadequate or demonstrated poor security procedures. This

provision should not be included in 8. 239.
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Identity Theft Reporting

Another aspect in which research could be used to aid policy development on
identity theft is to require lending institutions to report basic data about the crime. While
there is widespread agreement that identity theft causes financial damage to consumers,
creditors, retail establishments, and the economy as a whole,” not enough is known about
the contours of the crime. We do not have reliable statistics to measure how much of it
there is, the relative rates of credit card fraud or "new account” thefts, or how much the
crime impacts the economy.

The lack of data on identity theft causes serious problems. As a result, we cannot
determine the scope of the crime and the resources that should be allocated to it. We
cannot determine whether various consumer protection interventions have been effective.
We cannot tell whether consumers, regulators, and businesses are over or under reacting
to the crime. We cannot determine whether identity theft is more or less prevalent, or
more or less severe than a year ago. We cannot determine how the costs of the crime are
being distributed back upon society.

The inability to fully understand the crime stems from the methods used to
measure it--what we do know has been learned through telephone and internet surveys.
While well-intentioned, and valuable for some purposes in the identity theft policy
debate, these surveys cannot completely document the contours of the crime.

More fundamentally, surveys ask the wrong people about the crime. The surveys

performed seek to obtain information about the crime from victims, individuals who have

7 GOVERNMENT ACCOUNTARILITY OFFICE, IDENTITY THEFT, AVAILABLE DATA INDICATE
GROWTH IN PREVALENCE AND COST GAO-02-424T (Feb. 14, 2002), available at
http://www.gao.gov/new.items/d02424t.pdf.
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the most limited view of the problem. Victims often cannot tell how the crime occurred,
how their information was stolen; or who stole it. Emerging forms of the crime, such as
“"synthetic identity theft” (also known as fictitious identity theft), occur in such a way that
the individual whose data was used never becomes aware of the crime, and thus cannot
report being a victim in a survey poll.

A solution can be found in gathering information from the entity that knows the
most about the crime—the lending institution. If "lending institutions,” companies that
actually extend credit (such as banks and credit card companies) and those that control
access to-accounts (including payment companies such as Paypal and Western Union),
were required to provide statistical data about the crime, a more complete and focused
picture would emerge. Lending institutions have not provided this information because it
could cause embarrassment and because it could attract unwanted regulatory attention.

In a new paper, Chris Hoofnagle proposes that lending institutions should be
required to disclose 1) how many identity theft incidences they suffered or avoided, 2)
the form of identity theft attempted (i.e. new account fraud, credit card fraud, etc.) and
the product targeted (mortgage loan, credit card, etc), and 3) the amount of loss suffered
or avoided.®

This proposed intervention is relatively simple and does not require extensive
regulatory mandates. While there are many challenges, practically and politically, to
implementing it, it would result in great benefit to the public. It will enable
benchmarking and the identification of additional consumer protections that work and

those that do not. It will help regulators and law enforcement allocate the proper

8 Chris Jay Hoofnagle, Identity Theft: Making the Known Unknowns Known (March
2007), available at http://ssm.com/abstract=969441
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resources to fight the crime. It will help clear the air of suspicious polling mischief, the
release of surveys that have used questionable assumptions to pin the blame of identity
theft to the victims of the crime.

Credit Freeze

Finally, we wish to briefly address the merits of and need for the ability for
individuals to have credit freeie rights. Credit freeze gives individuals the option to have
more control over their credit reports, while allowing the information to flow for
legitimate business purposes, such as to maintain existing accounts.

Credit freeze is necessary because of lax credit granting practices that have made
it impossible for consumers to avoid identity theft. This is because the credit reporting
system law treats credit issuers, such as retailers and credit card issuers, as trusted
insiders. As trusted insiders, credit issuers can easily gain access to reports with or
without legal justification.

Furthermore, these trusted credit issuers have not adopted sound measures for
determining the actual idéntity of credit applicants. Such protocols allow identity thieves
to open new accounts in others' names. And the harm of identity theft is heightened by
the alacrity with which credit grantors issue credit. Competition in the credit markets
motivates companies to issue first, and the ask questions later. This allows identity
thieves to quickly obtain multipie credit lines.

There is no better illustration of this problem than the rise of "synthetic identity
theft" cases. In synthetic identity theft cases, the impostor creates a new identity using

some information from a victim that is enhanced with fabricated personal information.”

? FDIC, PUTTING AN END TO ACCOUNT-HIIACKING IDENTITY THEFT (Dec. 14,
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For instance, the impostor may use a real Social Security number, but a falsified name
and address. Since this synthetic identity is based on some real information, and
sometimes supplemented with artfully created credit histories, it can be used to apply for
new credit accounts.

Examples of mistakes in credit granting abound in the media, and bring into
question whether consumers can do anything to avoid identity theft, short of freezing
their credit report:

*  One consumer took an unsolicited credit card offer, ripped it up, reassembled
it with tape, and then submitted it to a bank with a change of address. The
bank issued the card, and even sent it to the different address, thus
demonstrating that a thief could easily use even a torn-up offer for fraud.'®

¢ Chase Manhattan bank issued a platinum visa card to "Clifford J. Dawg." In
this instance, the owner of the dog had signed up for a free e-mail account in
his pet's name and later received a pre-approved offer of credit for "Clifford J.
Dawg." The owner found this humorous and responded to the pre-approved
offer, listing nine zeros for the dog's Social Security number, the "Pupperoni

Factory" as employer, and "Pugsy Malone" as the mother's maiden name. The

2004), available at http://www.fdic.gov/consumers/consumer/idthefistudy/index.html;
Fred H. Cate, Information Security Breaches and the Threat to Consumers (Sept. 2005),
available at
http://www.hunton.com/files/tbl_s47Details/FileUpload265/1280/Information_Security
Breaches.pdf. N

1 Bob Sullivan, Even torn-up credit card applications aren't safe, MSNBC, Mar. 14,
2006, available at http://redtape.msnbe.com/2006/03/what_if a_despe.html,
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owner also wrote on the approval: "You are sending an application to a dog!
Ha ha ha.” The card arri\}ed three weeks later."

¢ Credit has been offered and issued to other dogs, including Monty, a Shih-Tzu
who was extended a $24,600 credit line.'” It also has been granted to children
and babies."

* In Vazquez-Garcia v. Trans Union de Puerto Rico, Sears issued a credit card
to an impostor who used the victim's Social Security number but wrong
address and date of birth. The victim was a resident of Puerto Rico, but

several cards were issued to an impostor using a Nevada address.'

! Dog Gets Carded, Wash. Times (Jan. 30, 2004), available at
http://washingtontimes.com/upi-breaking/20040129-031535-6234r. htm; Dog Issued
Credit Card, Owner Sends In Pre-Approved Application As Joke, NBC San Diego (Jan.
28, 2004), available at http://www.nbesandiego.com/money/2800173/detail. html.

2 Identity thieves feed on credit Sfirms' lax practices, USA ToDAY, Sept. 12, 2003, p.
11A; Kevin Hoffman, Lerner’s Legacy: MBNA's customers wouldn't write such flattering
obituaries, CLEVELAND SCENE, Dec. 18, 2002; Scott Barancik, 4 Week in Bankruptcy
Court, ST. PETERSBURG TIMES, Mar. 18§, 2002, p 8E.

5 IDENTITY THEFT RESOURCE CENTER, FACT SHEET 120: IDENTITY THEFT AND
CHILDREN, available at http://www idtheftcenter.org/vg120.shimd.

%222 F. Supp. 2d 150 (D.P.R. 2002). Many other cases demonstrate that credit can be
obtained by imposters, even when they use incorrect personal information. In Nelski v.
Pelland, 2004 U.S. App. LEXIS 663 (6th Cir. 2004), Ameritech opened an account for an
impostor who used the victim's name, but a different address and slightly different Social
Security number. In Dimezza v. First USA Bank, Inc., 103 F. Supp. 2d 1296 (D.N.M.
2000), First USA Bank issued a credit card to an imposter who used the victim's Social
Security number but a different first name and address. In Ahward v. Fleet Bank, 22 F.3d
616 (8th Cir. 1997), Fleet Bank issued two credit cards in the name of the victim to a
New York address. The victim had never lived in that state. In Fritzhand v. Discover
Financial Services, 800 N.Y.8.2d-316 (New York Supreme Court, Nassau County 2005),
Discover accepted a $14,000 balance transfer from a fraudulently-obtained American
Express account. Both accounts were opened with the victim's name but with a fictitious
address. In Farley v. Williams & U.C. Lending, 2005 U.S. Dist. LEXIS 38924
(W.D.N.Y. 2005), a store line of credit and a Citibank platinum card were issued to an
impostor using the victim's name and Social Security number but the impostor's home
address.
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These anecdotal examples from news reports and litigation demonstrate that in
some cases, credit is issued to people who obﬁously are impostors. Simple tools long
available to lending institutions, such as address verification databases, could have
prevented the frauds. But the individual has no ability to ensure that lending institutions
are using these tools, nor can they avoid these unsophisticated cases of identity theft.

Credit freeze could put consumers back in control of their credit reports, and thus,
act as a shield against even the most irresponsible granting practices.

Conclusion

Madame Chairwoman, thank you again for inviting us to participate in this
hearing. As our research into security breach notification and investments in privacy and
security progresses we will update the Committee about our findings. We would be
honored to speak with the Committee in depth about the issues raised above and other
proposals to reduce the risks of identity theft and improve information and network

security more broadly.
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Reporting Form
For Business, individual or NY State Enlity reporting 5
“Breach of the Securlty of the System”
Pursuant to the information Security Breach
and Notification Act {General Business Law §88%-aa;
State Technology Law §208)

Name of Business, Individua! or State Enlity  HAR B
Date of Discovery of Breach: @mmh%, 2008
Estimated Nurmber of Affectad Individuals: 28,750
Date of Notificaion 1o Affected Individuats: December 22, 2008
Mannar of Notiication: { Xlwitten notine

[ Jelsctronic notice {email

[ 1tslephone notice

Are you requesting substitute notice?{ 1¥es [ X]Ho (fves, attach justification)

Content uf Notifieation to Affectad individuals: Describe what happened in géreral
terms and what kind of information was involved, Please attach nopy of Notic Ae.
Az part of 2 gwmstima i pampaim, HAR Block recently malled froe mme of pur
TaxCin® tax preparadion software to a select g s of Endivgduais Foria somall
parsentage of regipients, of this malling, we inar iy ingluded some personal
Information in the mailing Jabel. dded within zha n AD-character source
sods wers the tine dsgst& ofthe reclolent's Sosial Sacun‘ggw mnbet ISENY These dsga&
were not formatted in @ way thet identifisd tham as an $§_N and to an uoknowing
Db ey would appear to be randen :andem digits within a very long charactdr sagrg
Howaver, the reaiplent may have qe_ggg__zgqg 5 orher SBM, HA i

& error and s voluntarly 302 1y 09 alf af?emx

am:i tszgr

Name of Business or Tndividual Comtact Persen:
Title:

Offion
Telephona nunber 816:932-8414
Email: mwaiton@hrack com L
Digteed: Densmber 28, 2008
Submitted by: /
Tide:
Addresst
Bl wggggg g}gn}ﬁf& 2y S s
Telap 31 &%2»8414 Fax: 816932 -R462
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Norih Careling Becurity Breach Reporting Form
- Pursuant 1o the Identity Theft Froteciion Act of 2008
o of Business Oranlay or Licensing Information Affected Iy 3

sohani:

Email;

Drate Sevurity Breach Reporting Form submitted

Dt thi Security Brouch wes dispoverad:

Eerdmuated mapber of slfected Individonts:

Esttimaged rasmber of MO residenss affepted

o thie Sesnvity Breach, ifthe
sting the Bevarity

irviaining o poseessing fnforrst b el was the sut
portenced the Seourty Broach 1 mot the sume entity o5 the begness rep

parswanl e NOGS8 §75

Dreseeibe tw civumsinoes surounding the Security Bresch and state whiether the infrmuion bresched
in wlecgonic or  paper  fhomsn

Regarding dectroniy informption breaded,
was password protected o sacrvpted in sene seRmer. |
mgusures proteting she infbrmation:

wte whather the Infermation resched or posaniatly reached
. HE s, plesse descrtbe the seourity

Lheseribe soy madsunes ke to prevent s sinallar Security Bresch from cocnrring be the futere:

Drare pfferted NC residonts ware/will e notifiod:

11 therg bas boen any doks
the delay pursuant o M

inneitying affeated NO msidents, desoribe the Ciroumstances surrounding
8.8 TRE8ay md fi

e delay wis purassnt to 2 reguest from fiw eoforenment pursaa o NOGR § 784500, please nclude the
written regnest or the

¥

{m

Flow NC ¢ s weriw i e nopfied? it sl

tpursuant to N.CAGS, § 7R850 clectronic notiee o
Phease atbach copy of th netice i in written form b1 3 copy of u&ﬁ@iﬁﬁ}ﬂﬁ notice

ey scriptedd notice i o tlephonic form. U ubstinste notice
Stgnature: Dge:

Contact Pason, Tide

Addre

{3 didforond fhow sbowel
Telephiong: Fay: Eppail:
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Attachment A
Mulize to Mow York Residents

Receraby 82, 2008

[FirstNawme] [LasiName]
{Addressi
[Ciiyl, [State} 129}

Dear {Firstiame] {LastNamah

Recoufly we wmalled you » frée vopy of our TexCut? software, We belisve that this
corpiimentary software will meet your 2006 tax preparaton needs, bused on 'ouy privy
exphriengs with yon ps o HAR Block thent. Wi hops that you will tey Dasllut and fin
a grest solution for Hiing your next ferretura,

ittobe

However, sifice we originally seny you this OD, we have bocome aware of amail prodaction
Hustion that has d & svaall pe of recipients, including you.  Due to hioman srror

i developing the sulling sy, the diglis of yout sorlal security numbay (B8 ware wsn
of your malling label's soures zode, asteing of more than 40 numbets and charaeters.
Portunataly, these digits were smbedded in the middis of the stoing, and they waers ned
frmstted fn a0y snennay that would ienti®y them aa nn SSN.

Nevartheless, we si ] ghes for this toadvertent syvor, which i cumplebely neg
with our strict policies to profuet our cllents” privacy, Dur internel polivies et the usi
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I INTRODUCTION

Madam Chairman, Senator Kyl, and members of the Subcommittee, I am Lydia Parnes,
Director of the Burean of Consumer Protection at the Federal Trade Commission ¢FTIC” or
“Commission”)." I appreciate the opportunity to present the Commmission’s views on the
important and interrelated issues of identity theft; data security; and the collection; use, and
disclosure of Social Security numbers (“SSNs™).

Identity theft is a pernicious cﬁme and controlling it is a critical component of the
Commission’s consumer protection mission. This testimony describes the nature and scope of
the identity theft problem and the critical role that SSNs play both in creating and solving the
problem. This testimony also will summarize the Commission’s efforts to combat identity theft
through its law enforcement actions against companies that failed to reasonably protect consumer
data, its participation on the Identity Theft Task Force, and its extensive consumer and business
education and outreach efforts.

I THE IDENTITY THEFT PROBLEM

Identity theft has become a serious concern in our information-based economy. Millions
of consumers are victimized by this crime every year.” Generally speaking, there are two
varieties of identity theft: the takeover or misuse of existing credit card; debit card; or other

accounts (“existing account fraud”); and the use of stolen information to open new accounts in

! The views expressed in this statement represent the views of the Commission.

My oral presentation and responses to questions are my own and do not necessarily represent the
views ofthe Commission or any individual Commissioner.

2

See, e.g.,
hitp://www javelinstrategy.com/uploads/701.R_2007IdentitvFraudSurveyReport Brochure.pdf.

2
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the consumer’s name (“new account fraud”). New account fraud, although less prevalent,
typically causes considerably more harm to consumers in out-of-pocket expenses and time
necessary to repair the damage*

Beyond its direct costs, concerns about identity theft harm our economy by threatening
consumers’ confidence in the marketplace generally, and in electronic commerce specifically. A
recent Wall Street Journal/Harris Interactive survey, for example, found that, as a result of fears
about protecting their identities, 30 percent of consumers polled were limiting their online
purchases, and 24 percent were cutting back on their online banking *

Identity theft has many causes, but this testimony will focus on two of them: the failure
to profect consumers” sensitive personal information, which can lead to data breaches; and the
availability of SSNs, with which identity thieves can open new accounts in consumers’ names.
The government and private sector must continue to work together to reduce the opportunities for
thieves to obtain consumers’ personal information, and make it more difficult for thieves to

misuse the information if they do obtain it.

? Federal law limits consumers’ Hability for umauthorized credit card charges to $50

per card as long as the credit card company is notified within 60 days of the unauthorized charge.
See 12 CF.R. § 226.12(b). Many credit card companies do not require consumers to pay the $50
and will not hold consumers Hable for the unauthorized charges, no matter how much time has
elapsed since the discovery of the loss or theft of the card.

4 See Jennifer Commings, Substantial Numbers of U.S. Adults Taking Steps to
Prevent Identity Theft, The Wall Street Journal Online, May 18, 2006,
hitp://www harrisinteractive.com/news/newsletters/WSIfinance/HI WSJ_ PersFinPoll 2006 _vol

2 _1ss05.pdf.
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0L  COMMISSION ACTIVITIES TO COMBAT IDENTITY THEFT

A. Law Enforcement on Data Security

One important way to keep senéiﬁve information out of the hands of identity thieves is by
ensuring that those who maintain such information adequately protect it. The Coramission plays
an active role in fuithering this goal through law enforcement action against businesses that fail
to implement reasonable security measures to protect sensitive consumer data.

Public awareness of, and concerns about, data security have reached new heights as
reports about the latest data breaches of sensitive personal information continue to proliferate.
Recent breaches have touched both the public and private sectors. Of course, not all data
breaches lead to identity theft; in fact, many prove harmless or are caught and addressed before
any harm occurs. Nonetheless, some breaches - especially those that result from deliberate.
actions, such as hacking, by criminals - have led to identity theft.

A number of bills have been introduced in the past two sessions of Congress that would
require businesses that maintain sensitive consumer information to have reasonable protections
in place to prevent unauthorized access, as-well as to require companies that suffer a data breach-
to provide notice to affected consumers. Pendi.ﬂg the enactment of broad data security
legislation, the FTC enforces several laws that contain data security requirements. The
Commission’s Safeguards Rule under the Gramm-Leach-Bliley Act (*GLB Act”), for example,

contains data security requirements for financial institutions.” The Fair Credit Reporting Act

3 16 C.F.R. Part 314, implementing 15 U.S.C. § 6801(b). The Federal Deposit
Insurance Corporation, National Credit Union Administration, Securities and Exchange
Commission, Office of the Comptroller of the Currency, Board of Governors of the Federal
Reserve System, Office of Thrift Supervision, and state insurance authorities have promulgated
comparable safegnards requirernents for the entities they regulate.

4
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(“FCRA”) includes certain due diligence requirements for consumer reporting agencies® and safe
disposal obligations for companies that maintain consumer report information.” In addition, the
FTC has enforced the Federal Trade Commission Act’s prosctiption against unfair or deceptive
acts or practices in cases where a business made false or misleading claims about its security
procedures, or where its failure to employ reasonable security procedures cansed substantial
consumer injury.?

Since 2001, the Commission has brought fourteen cases challenging businesses that
failed to reasonably protect sensitive consumer information that they maintained.” In a number
of these cases, the Commission alleged that the company had misrepresented the nature or extent
ofits security procedures in violation of the FTC Act’s prohibition on deceptive practices.”® In

addition, in several of the cases, the alleged security inadequacies led to breaches that caused

8 15U.8.C. § 1681 et seq. The FCRA specifies that éonsumer reporting agencies

may provide consumer reports only for enumerated “permissible purposes,” and requires that
they have reasonable procedures to verify the identity and permissible purposes of prospective
recipients of their reports.

4 The FTC’s implementing disposal rule is at 16 C.F.R. Part 382.

s 15 US.C. § 45(a).

° . See generally hitp://www.fic.sov/privacy/index.html.

10 E.g., United States v. ChoicePoint, Inc:; No. 106-CV-0198 (N.D. Ga.) (settlement
entered on Feb. 15, 2006); In the Matter of Guidance Sofiware; Inc., FTC Matter No. 0623057
(Nov. 16, 2006); In the Matter of Nations Title Agency, Inc., FTC Docket No. C-4161 (June 19,
2006); In the Matter of Superior Morigage Corp., FTC Docket No. C-4153 (Dec. 14, 2005); In
the Matter of Petco Animal Supplies, Inc., FTC Docket No. C-4133 (March 4, 2005); In the
Matter of MI'S Inc., d/b/a/ Tower Records/Books/Video, FTC Docket No. C-4110 (May 28,
2004); In the Matter of Guess?, Inc, FTC Docket No. C-4091 (July 30, 2003); In the Matter of
Microsoft Corp., FTC Docket No. C-4069 (Dec. 20, 2002); In the Matter of Eli Lilly & Co., FTC
Docket No. C-4047 (May 8, 2002).
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substantial consumer injury and were challenged as unfair practices under the FTC Act.! Some
of the cases involved enforcement of the Commissions GLB Act Safeguards Rule or the
FCRA.”

Probably the best-known FTC data security case was its action against ChoicePoint, Inc.
ChoicePoint, a data broker, inadvertently sold sensitive information (including credit reports in
some instances) on more than 160,000 consumers to data ﬂn'evés, who used that information in
some cases to commit identity theft, The Commission alleged that ChoicePoint failed to use
reasonable procedures to screen prospective purchasers of its information: For example, the
company allegedly approved as i)urchasers individuals who lied about their credentials, used
commercial mail drops and business addresses, and faxed multiple applications from pearby
commercial photocopying facilities. In settling the case, ChoicePoint agreed to pay $10 million
in civil penalties for violations of the FCRA and $5 million in consumer redress for identity theft

victims, and agreed to undertake substantial new data security measures.*

u E.g., United States v. ChoicePoint, Inc., No. 106-CV-0198 (N.D., Ga.) (settlement
entered on Feb. 15, 2006); In the Matter of CardSystems Solutions, Inc., FTC Docket No. C-4168
(Sept. 5, 2006); In the Matter of DSW, Inc., FTC Docket No. C-4157 (March 7, 2006); In the
Matter of BJ's Wholesale Club, Inc., FTC Docket No. C-4148 (Sept. 20, 2005).

2 £.g., United States v. ChoicePoint, Inc., No. 106-CV-0198 (N.D. Ga.) (settlement
entered on Feb. 15, 2006); In the Matter of Nations Title Agency, Inc., FTC Docket No. C-4161
(June 19, 2006); In the Matter of Superior Mortgage Corp., FTC Docket No, C-4153 (Dec. 14,
2005Y; In the Maiter of Nationwide Mortgage Group Inc., FTC Docket No. 9319 (April 15,
2005); In the Maiter of Sunbelt Lending Services, FTC Docket No. C-4129 (Jan. 3, 2005). Inthe
Nations Title, Nationwide Mortgage Group, and Sunbelt Lending Services cases, the
Commission also alleged that the companies violated the GLB Act’s privacy provisions and the
FTC’s implementing Privacy Rule, which, among other things, require financial institations to
provide notices to their customers describing their information-sharing policies.

B See FTC Press Release, ChoicePoint Settles Data Security Breach Charges; To
Pay §10 Million in Civil Penaliies, $5 Million for Consumer Redress (Jan. 26, 2006), available

at http/iwww. fte.gov/iopa/2006/01/choicepoint.html. The Commission has mailed more than
6
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The Commission’s most recent data security enforcement action involved Guidanee
Software, Inc., a marketer of software and related services for investigating and responding to
computer breaches and other security incidents. According to the FTC complaint, Guidance, in
contrast to its claims, failed to implement simple, inexpensive and readily available security
measures to protect consumers’ data, for example, by permanently storing credit card

information in clear, readable text rather than encrypting or otherwise protecting it."

Although the Commission’s data security cases have been brought under different laws,
they share comimon elements: the vulnerabilities were multiple and systemic, and readily-
available and often inexpensive measures were available to prevent them. Together, the cases
stand for the proposition that companies should maintain reasonable and appropriate measures to

protect sensitive consumer information.

The FTC Safeguards Rule promulgated under the GLB Act serves as a good model of this
approach. Firms covered by the Rule must prepare a written plan; designate an official with
responsiBi]ity for the plan; identify, assess, and address fbreseeable risks; oversee their service
providers handling of infonﬁaﬁon; monitor and evaluate the program for effectiveness; and
adjust the plan as appropriate. The Rule specifies that what is “reasonable” will depend on the
size and complexity of the business, the nature and scope of its activities, and the sensitivity of
the information at issue. This standard recogxﬁzes that there cannot be “perfect” security, and

that data breaches can occur despite the maintenance of reasonable precautions to prevent them.

1,400 claims forms to possible victims and has created a website where consumers can download
claims forms and obtain information about the claims process.

b In the Matter of Guidance Software, Inc., FTC Matter No. 0623057 (Nov. 16,
2006).
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It also is a flexible and adaptable standard that accounts for the fact that risks, technologies, and
business models change over time, and that a static technology-based standard would quickly
become obsolete and might stifle innovation in security practices. The Commission will

continue to apply the “reasonable procedures” principles in enforcing existing data security laws.

B. Participation in the Identity Theft Task Foree

On Maﬁr 10, 2006, the President established an Identity Theﬁ Task Force. Comprised of
18 federal agencies, the Task Force is chaired by Attorney General Alberto Gonzales and co-
chaired by FTC Chaitman Deborah Platt Majoras. The mission of the Task Force is to develop a
comprehensive national strategy to combat identity theft.”” The President specifically directed
the Task Force to make recommendations on ways to improve further the effectiveness and
efficiency of the federal government’s activities in the areas of identity theft awareness, -

prevention, detection, and prosecution.

On September 19, 2006, the Task ?orce published a set of interim recommendations on
measures that could be implemented immediately to help address the problem of identity theft.'®
Broadly, these recommendations are organized around the principles of prevention (improving
government handling of sensitive data and improving authentication methods), victim assistance,
and law enforcement. These recommendations have been implemented or are in the process of

being iraplemented.

1 Exec. Order No. 13,402, 71 FR 27945 (May 10, 2006).

1 See FTC Press Release, Identity Theft Task Force Announces Interim
Recommendations (Sept. 19, 2006), available ar www.ftc.gov/opa/2006/09/idtheft htm.

8
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To supplement its research and analysis, on December 26, 2006, the Task Force solicited
public comment on a list of possible additional recommendations.” The Task Force received
approximately 150 comments, representing the views of trade associations, consumer advocacy
groups, and identity theft victims. Many comments concerned the use of SSN, their value in
matching consumers to their information, and possible alternative identifiers. Inaddition, the
Task Force received many comments stressing the need to enhance the prosecution of identity
theft and to promulgate national standards for data security.. The Task Force is in the process of

reviewing the comments and preparing a final strategic plan and recommendations.
C. Consumer and Business Education

The Commission has undertaken substantial efforts to increase consumer and business
awareness of the importance of protecting data and taking other steps to prevent identity theft.
The Commission works to empower consumers by providing them with the knowledge and tools
to protect themselves from identity theft and to deal with the consequences when it does occu.
The Commissionteceives about 15,000 to 20,000 contacts each week on how to recover from
identity theft, 6r how to avoid becoming a victim in the first place.. Callers to our hotline receive
counseling from trained personnel on steps they can take to prevent or recover from identity

theft. The FTC’s identity theft primer™® and victim recovery guide"” are widely available in print

v See FTC Press Release, Identity Theft Task Force Seeks Public Comment (Dec.
26, 2006), available at hitp://www.fic.gov/opa/2006/12/fvi0688 htm.

18 Avoid ID Theft: Deter, Detect, Defend, available at
bittp:/fwww.fic.govibep/edu/pubs/consumer/idtheft/idt01 htm.

¥ Take Charge: Fighting Back Against Identity Theft, available at

hitp//www.fic. gov/bep/edu/pubs/consumer/idtheft/idt04 hitm.
9
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and online. The Commission has distributed over 2 million copies of the primer and has

recorded over 2.4 million visits to the Web version.

Last year, the Commission launched a nétionwide identity theft education program,
““Avoid ID Theft: Deter, Detect, Defend.” It includes direct-to-consumer brochures, as well as
training kits and ready-made materials (including presentation slides and a video) for use by
businesseé, community groups, and members of Congress to educate their employees,
communities, and constituencies. The Commission has distributed over 1.5 million brochures
and 40,000 kits to date. The Comimission also has parinered with other organizations to broaden
itsreach. As just one example, the U.S. Postal Inspection Service recently initiated an outreach
campaign to place FTC educational materials on subway cars in New York, Chicago, San

Francisco, and Washington D.C.

The Commission also sponsors a multimedia website, OnGuard Online,”™ designed to
educate consumers about basic computer security, including the impoftance of not disclosing
personal information such as SSNs to possible fraudsters. OnGuard Onlinie was developed in
partnership with other government agencies and the technology sector, and since its launch has

attracted more than 3.5 million visits.

The Commission directs its outreach to businesses as well. Just this month, the FTC
released a new business education guide related to security.” Most companies have some

information in their files - names, Social Security numbers, credit card numbers - that identifies

» See hﬁp://m.onggmdomme.gov/index.html.

A Protecting Personal Information: A Guide for Business, available at

bttp:/fwww.fic.gov/infosecurity htm. Other business publications on data security and

responding to data breaches are available at hitp:/www.ftc. pov/bep/edu/microsites/idtheft htm.
10
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their customers and employees. The Commission has heard from some businesses, particularly
smaller businesses, that they were not sure what data security measures they should take to
protect such sensitive information from falling into the wrong hands. FTC staff therefore
developed a brochure that articulates the key steps that are part of a sound data security plan.

The Commission anticipates that the brochure will prove to be a useful tool in alerting businesses
to the importance of data security issues-and give thém a'solid foundation on how to address

those issues. -
1IV. PROTECTING AGAIN ST MISUSE OF SOCIAL SECURITY NUMBERS

Data breaches involving SSNs can be particularly harmfitl to consumers, because the
SSN in many cases is the key piece of information that can enable ctiminals to perpetrate new
account fraud. Making SSNs more difficult to obtain by criminals - and more difficult to use - is

critical in the fight against this kind of identity theft.
A. The Uses and Sources of SSNs

SSNs play a vital role in our economy, enabling businesses, government, and others to
match information to the proper individual: For example, consumer reporting agencies use SSNs
to ensure that the data furnished to them is placed in the correct file, and that they are providing
the right credit report for the right consumer. SSNi also are used in‘locator databases to find lost
beneficiaries, witnesses; and law violators and to collect child support and other judgments.
Employers must collect SSNs for tax reporting purposes, and health care providers may need

them to facilitate Medicare reimbursement.

SSNs are available from both public and private sources. Public records in city and

county offices across the country, inctuding birth-and death records and voter registrations, often

11
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contain individuals® SSNs.- There also are a number of private sources of SSN, including
consumer reporting agencies that include the SSN as part of the “credit header” information on
consumer reports. Information brokers also collect personal information, including SSNs, from a

variety of sources and compile and resell that data to third parties.
B. Current Laws Restricting the Use or Disclosure of SSNs

There are several federal and state laws and regulations that restrict the use or disclosure
of SSNis in certain contexts.” Of most relevance is the GLB Act and its implementing
regulations (“Privacy Rule™), which prohibit financial institutions from disclosing nonpublic
personal information, including SSNE, to non-affiliated third parties without first providing |
consumers with notice and the opportunity to opt out of the disclosure. The GLB Act an&
Privacy Rule include a number of exceptions under which disclosure is penmitted without having
to provide notice and opt out, including for purposes of credit reporting, fraud prevention, law
enforcement, and compliance with judicial process.® Entities that receive nonpublic personal
information under one of these e'xcéptions are subject to the reuse and redisclosure restrictions of
the Pﬁvacy Rule, even if those entities are not themselves financial institations. More

specifically, recipients may use or disclose the information only “in the ordinary course of

2 For example, the FCRA, as amended by the Fair and Accurate Credit
Transactions Act of 2003, requires consumer reporting agencies, upon the consumer’s request, to
truncate the SSN on reports provided to consumers. 15 U.S.C. § 1681g(a}(1)(A). The Driver’s
Privacy Protection Act prohibits state motor vehicle departments from disclosing personal
information, including SSNs, in motor vehicle records, subject to several exceptions. 181.8.C.
§§ 2721-25.

3 16 C.F.R. Part 313, implementing 15 U.S.C. § 6801 e seq.
» 15U.8.C. § 6802(c).
12
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business to carry out the activity covered by the exception under which ... the information [was

received].””
C. Limiting the Use and Disclosure of SSNs

As described above, the SSN is valuable in enabling entities to match information to
consumers. With 300 million Americans, many of whom share the same name, the SSN presents
significant advémtages as a means of identification because of its uniqueness and permanence.
The misuse of SSNs, however, can facilitate identity theft. The challenge is to find the proper
balance between the necessity of keeping SSNs out of the hands of identity thieves, while giving
businesses and government sufficient means to match information to the correct person.
Excessive restrictions on the use of SSNs could have a deleterious impact on such important

purposes as public health, criminal law enforcement, and anti~fraud and anti-terrorism efforts.

~ SSNis are available to identity thicves, in part, because they are widely used as consumer
identifiers, i.e., to associate information with particular individuals. For example, SSNs
some;times are used as identification numbers displayed on idenﬁﬁcati;m cards. These SSNs are ‘
extremely valuable to identity thieves. They frequently are used by creditors and other benefit
providers to access information (such as a credit report) that is necessary to open an account or
provide other benefits. Unless the creditor obtains sufficient additional authenticating
information - i.e., information proving that the individual is who he purports to be - a thief with a
consumer’s name and SSN, and perhaps additional information or documentation, may be able to
open an-account by impersonating the consuroer. In short, the SSN'is both widely available and

valuable to identity thieves.

% 16 C.ER. Part 313.11(a).
13
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Preventing the misuse of SSN, therefore, can follow two paths. First, the unnecessary
use and disclosure of SSN as an identifier can be reduced. The Identity Theft Task Force is
working toward this goal. For example, one of its interim recommendations was that the federal
government review its collection and use of SSNs with the goal of eliminating them wherever

possible.

Second, to prevent misuse of SSNs, improved methods of authenticating consumers can
be promoted so that, even if the SSN falls into the hands of an identity thief, that SSN is less
valuable. On April 23 and 24, 2007, the Commission will sponsor a workshop on authentication.
The workshop is designed to facilitate discussions among knowledgeéble parties about the
technological and policy issues surrounding the development of improved authentication

procedures.
V. CONCLUSION

Identity theft remains a serious problem in our economy, causing enormous harm to
consumers and businesses and threateniﬁg consumer confidence in the marketplace. To succeed
in the battle against identity theft, government and the private sector, working together, must
make it more difficult for thieves to obtain the information they need to steal identities, and make
it more difficult to use that information if they obtain it. There are several actions that should be
taken to further these goals. To prevent thieves from obtaining sensitive information,
government and the business community must better protect their data, and must consider what

information they collect and maintain from or about consumers and whether they need to do so.

26

See Proof Positive: New Directions for ID Authentication, 72 Fed. Reg. 8381
(Feb. 26, 2007); hitp//www.fic.gov/bep/workshops/proofpositive/index html.

14
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In this regard, eliminating unnecessary collection, use, and disclosure of Social Security numbers
- an important tool of identity thieves - can play a key role. To keep thieves from using the
information they do procure to steal identities, better means of consumer authentication must be
developed and implemented. The Commission will continue and strengthen its law enforcement
efforts, as well as its education and outreach to gunide and empower businesses and consumers to

fight back against identity theft.

15
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Good morning, Madam Chairman and Members of the Subcommittee. 1 am pleased to
appear before you today, on behalf of the Department of Justice, to testify on the topic of identity
.theft. The Department is strongly commmitted to the aggressive pursuit of identity theft in all
forms, because its effects are both pervasive and substantial. A Bureau of Justice Statistics
survey found that in just six months in 2004, 3.6 million U.S. households learned that they were
victims of identity theft.! More recently, a 2007 private-sector survey found that 8.9 million U.S.
adults }%ad become victims of identity fraud in the preceding year, leading to losses of nearly $50
billion.

This morning, I would like to speak with you about the dual roles that the Department of
Justice is playing in combating identity theft: first, as the prosecuting agency that seeks to bring
identity thieves to justice; and second, as one of the two agencies leading the President’s Identity
Theft Task Force. In doing so, I will focus on the Department’s substantial accomplishments in
prosecuting identity theft, and on the work of the President’s Identity Theft Task Force, which I
serve as Executive Director. Since May 2006, the Task Force has been developing a
comprehensive strategic plan for the federal government to combat identity theft more .
effectively. Because the Task Force is in the final stages of preparing its plan for presentation. to
the President, I cannot speak to-the specific, final recommendations that will be contained in the
plan. The Task Force, however, released several interim recommendations in September 2006,
and I would be pleased to report on those and the status of their implementation.

Identity Theft Prosecutions

The Department works closely with many investigative agencies, including the Federal
Bureau of Investigation (FBI), the United States Secret Service (USSS), the United States Postal
Inspection Service (USPIS), and the Social Security Administration Office of the Inspector
General (SSA OIG), to prosecute identity thieves. Federal prosecutors use a-wide variety of
federal statutes in prosecuting cases that involve identity theft. These include not only the
original identity theft statute (18 U.S.C. § 1028(a)(7)) and the aggravated identity theft statute
(18 U.S.C. § 1028A(a)), but other federal criminal statutes applicable to fraud, such as wire fraud
(18.U.S.C. § 1343), mail fraud (18 U.S.C. § 1341), access device fraud (18 U.S.C. §.1029),
financial institution fraud (18 U.S.C: § 1344), and Social Security fraud (42 U.S.C. § 408(a)(7)).

The aggravated identity theft statute enacted in 2004, which carries a mandatory two-year
prison sentence, has been a particularly useful tool to the Department in prosecuting identity
thieves and ensuring that they receive adequate punishment. Since 2004, DOJ has made
increasing use of the aggravated identity thefl statute: in Fiscal Year 2006, DOJ charged 507
defendants with aggravated identity theft, up from 226 in Fiscal Year 2005. In many of these
cases, the courts have imposed substantial sentences.

! See Bureau of Justice Statistics, U.S. Dep’t of Justice, Bulletin: Identity Theft, 2004
(April 2006), available ot hitp://www.oip.usdoi.gov/bis/pub/pdF/it04. pdf.

? See JAVELIN STRATEGY & RESEARCH, 2007 IDENTITY FRAUD SURVEY REPORT:
IDENTITY FRAUD IS DROPPING, CONTINUED VIGILANCE NECESSARY (February 2007).
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Because identity theft can be involved in a wide range of criminal activities, ranging from

fraud to organized crime to terrorism, the Department does not limit its prosecutions to any
single type of identity theft. Nonetheless, there are several recurring types of criminal activity in
the identity theft prosecutions recently brought by the Department.

First, many of the identity theft cases we prosecute involve extensive and often elaborate

criminal organizations. The following are just a few examples of these types of identity. theft
prosecutions:

On January 24, 2007, in the Southern District of New York, a defendant was sentenced to
34 months imprisonment for his role in a large identity-theft ring that was engaged in,
among other things, stealing individual victims' personal identity information, sharing
that information over the Internet with other members of the identity-theft ring, and using
the information to commit various forms of frand. The defendant and his co-conspirators
stole the identities of at least 175 individuals and victimized a large number of financial
institutions. The investigation revealed a large number of ¢-mails between ring members
in which they exchanged credit card numbers, together with expiration dates and three-
digit codes. The e-mails also.included the personal identity information of a large
number of individual victims, including victims' names, addresses, telephone numbers,
Social Security numbers, and mothers’ maiden names. The defendant and his co-
conspirators then-used the stolen credit card numbers.and identity information to commit
various forms of fraud, including using the credit card numbers to make purchases over
the Internet.

On November 21, 2006, in the Eastern District of Virginia, a defendant was sentenced to
134 months imprisonment for aggravated identity theft, production and use of counterfeit
credit cards, and conspiracy to utter counterfeit checks. Beginning in August 2005, the
defendant and his co-conspirators deposited large-denomination counterfeit checks
totaling $318,378.34 into the bank accounts of several local co-conspirators. - The
defendant and his accomplices obtained over $89,000 from TowneBank before their
scheme was detected. During this same period, the defendant enlisted a front desk clerk
at a hotel in Virginia Beach to provide him with the credit card information of hotel
guests in exchange for cash. Thereafier, the clerk sold to the defendant and another co-
conspirator in New York City, the names and credit card information of over 100 hotel
guests. These stolen credit card account numbers were then used to produce counterfeit
credit cards in the names of co-conspirators. The co-conspirators then used these cards to
purchase airplane tickets, hotel rooms and rental cars so that théy could travel-around the
country purchasing high-end electronic items, such as flat screen televisions, which were

> See U.S. Attorney’s Office, Southern District of New York, Press Release (January 24,

2007), available at http://mewyork.fbi.gov/dojpressrel/pressrel07/identitythefi012407.htm.

_2-



105

then sold for cash. The losses related to the counterfeit card scheme were more than
$340,000.*

A second category of identity theft cases involves use of the Internet to acquire and trade

in people’s identifying information on an international scale and other significant instances of
unauthorized computer access. The following are just a few examples of the Department’s
prosecutions of these types of identity thieves:

On February 9, 2007, in the Eastern District of Virginia, a defendant was sentenced to 94
months for aggravated identity theft, access device fraud, and conspiracy to commit bank
fraud. “The defendant, who went by the Internet nickname “John Dillinger,” was involved
in extensive illegal online “carding” activities. He received e-mails ot instant messages
containing hundreds of stolen credit card numbers, usually obtained through phishing
schemes or network intrusions, from “vendors” who were located in Russia and Romania.
In his role as a “cashier” of these stolen credit card numbers, the defendant would then
electronically encode these numbers to plastic bank cards, make ATM withdrawals, and
return a portion to the vendors. Computers seized from the defendant revealed over 4,300
compromised account numbers and full identity information (i.e., name, address, date of
birth, social security number, mother's maiden name, etc.) for over 1,600 individual
victims.

In November 2006, in the Western District of Washington, two defendants pleaded guilty
to conspiracy to commit identity theft. According to the indictment, one defendant was
employed at a janitorial company and worked at night in a U.S. Bank branch. He joined
with other conspirators to steal information on more than 200 bank customers. Using that
information, the defendants opened credit accounts in the customers names-and used
those accounts to purchase expensive items such as laptop computers, flat screen
televisions, and airline tickets. In addition, they signed up for on-line banking for
accounts that had not previously had on-line banking and then used those accounts to pay
their own bills and transfer funds to other checking accounts that they then drained. The
indictment charged the defendants with more than $200,000 in fraud against dozens of
victims.

On June 28 and 29, 2006, in the District of New Jersey, four deféndants were sentenced
to prison terms:of up to 32 months for conspiracy to commit credit card and bank card
fraud, as well as identification document fraud. As part of their earlier guilty pleas, these
defendants admitted to their involvement in the Shadowcrew international criminal
organization. Using the website www.shadowcrew.com, the Shadowcrew organization
had thousands of members engaged in the online trafficking of stolen identity information

* See U.S. Attorney’s Office, Eastern District of Virginia, Press Release (November 22,

20006), available at hitp:/fwww .usdoj.gov/usao/vae/Pressreleases/11-
NovemberPDFArchive/06/20061122ross_charlesnr.pdf.
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and documents, such as drivers’ licenses, passports, and Social Security cards, as well as
stolen credit card, debit card, and bank account numbers. The Shadowcrew members
trafficked in at least 1.7 million stolen credit card numbers and caused total losses in
excess of $4 million dolars. The website was successfully shut down following a year-
long undercover investigation that resuited in the arrests of 21 individuals in the United
States on criminal charges in October 2004. Additionally, law enforcement officers in
six foreign countries arrested or searched eight individuals.

A third category of identity theft cases prosecuted by the Department involves health care

fraud and theft of patient information. The following are some examples of the Department’s
prosecutions in this area:

On January 24, 2007, in the Southern District of Florida, a federal jury convicted a
defendant of all eight counts of a superseding indictment, which charged him with
conspiring to defraud the United States, computer fraud, wrongful disclosure of
individually identifiable health information, and aggravated identity theft. The case
involved the theft and transfer of Medicare patient information from the Cleveland Clinic
in Weston, Florida. The defendant purchased the patient information from his co-
defendant, a former Cleveland Clinic employee, who pleaded guilty on January 12, 2007
and testified against the defendant at trial. The theft resuited in the submission of more
than $7 million in fraudulent Medicare claims, with approximately $2.5 million paid to
providers and suppliers. This is the first Health Insurance Portability and Accountability
Act ("HIPAA™) violation case that has gone to trial in the United States, The defendant is
scheduled to be sentenced on April 27, 2007.°

On July 7, 2006, in the Southern District of Florida, three defendants who were indicted
by a federal grand jury in a multi-million dollar health care fraud were arrested. The
indictment charged all three defendants with conspiracy to defraud a health care benefits
program (Medicare) and defrauding a health care benefits program (Medicare). It also
charged two of the defendants with identity theft for fraudulently utilizing Unique
Physician Identification Numbers (UPIN) without the physicians’ approval or knowledge.
It also charged the third defendant with paying kickbacks and bribes to induce the referral
of Medicare beneficiaries.®

In addition to our prosecutions, the Department is proud of the investigative efforts and

initiatives undertaken by the FBI to combat identity theft. These include the IC3 project, which
is a public-private alliance between the 1C3 Unit of the FBI and the National White Collar Crime
Center. Among other things, IC3 disseminates information on cybererime and actionable cyber-

3 See U.S. Attorney’s Office, Southern District of Florida, Press Release (January 24,

2007), available at http://miami.fbi.govidoipressrel/pressrel07/mm20070124b.hitm.

¢ See U.S. Attorney’s Office, Southern District of Florida, Press Release (July 7, 2006),

available ar hitp://miamitbigov/doipressrel/pressrel06/mm20060707 . Mm.
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related investigative leads, including those involving identity theft, to state and local law
enforcement, IC3 has also formed an extensive network of relationships with industry, which
has been a key to identifying cybercrime and typically associated identity theft.

Many other investigative agencies, too, including the Secret Service and U.S. Postal
Inspection Service, have formed crucial partnerships with the private sector in an effort to
combat identity theft. The Secret Service; for example, hosts a portal called the e-Information
system: for members of the law enforcement and banking communities, which provides a forum
for members to post the latést information on scams, counterfeit checks, frauds and swindles, and
updated Bank Identification Numbers (BINs). In 2005, the USPIS created the Intelligence
Sharing Initiative (ISI), a website that allows the Inspection Service and fraud investigators
representing retail and financial institutions, as well as major mailers, to openly share
information pertaining to mail theft, identity theft, financial crimes, investigations, and
prevention methods.

Efforts have also been taken to investigate and arrest identity thieves who operate in
foreign countries. For example, between April and November 2006, the FBI’s Cyber Division
supported "Cardkeeper,” a major initiative with the FBY's Richmond, Virginia field office. As
part of that initiative, the FBI sent six agents to Bucharest, Romania, to work with the Romanian
National Police (RNP) to investigate the Internet intrusions committed by criminals in Romania,
and which resulted in harm to U.S. victims. This unprecedented initiative resulted in thirteen
arrests in the United States and three searches in Romania. The success of this investigation
gave rise to the Romanian Task Force initiative, through which FBI agents are deployed to
Romania to work full-time, hand-in-hand with the RNP on cases of mutual interest.

The Department intends to continue to work hand-in-hand with all of our law
enforcement partners to aggressively investigate and prosecute identity thieves.

President’s Identity Theft Task Force

Background

T would like to turn now to the work of the President’s Identity Theft Task Force. On
May 10, 2006, President Bush issued an Executive Order that established the Task Force.” The
Task Force, under the leadership of the Attorney General as Chairman and Federal Trade
Commission Chairman Deborah Platt Majoras as Co-Chairman, includes representatives from 17
departments and agencies, including the Departments of Commerce, Health and Human
Services, Homeland Security, Treasury, and Veterans Affairs; the Office of Management and
Budget; the Social Security Administration; the Office of Personnel Management; the Federal

7 See Executive Order 13402, Strengthening Federal Efforts to Protect Against Identity
Theft (May 10, 2006), available at
http:/iwww.whitehouse. gov/news/releases/2006/05/20060510-3 htm}.
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Reserve Board; the Federal Deposit Insurance Corporation; the National Credit Union
Administration; the Office of the Comptroller of the Currency; the Office of Thrift Supervision;
the Securities and Exchange Commission; and the United States Postal Service. Each of these
agencies has a unique perspective and expertise in combating identity theft that have been
invaluable to the work of the Task Force.

The Executive Order charged the Task Force with implementing the policy to use federal
resources effectively “to deter, prevent, detect, investigate, proceed against, and prosecute
unlawful use by persons of the identifying information of other persons,” including through three
specific approaches:

(a) increased aggressive law enforcement actions designed to prevent, investigate, and
prosecute identity theft crimes, recover the proceeds of such crimes, and ensure just and
effective punishment of those who perpetrate identity theft;

(b) improved public outreach by the federal government to better (i) educate the public
about identity theft and protective measures against identity theft, and (ii) address how
the private sector can take appropriate steps to protect personal data and educate the
public about identity theft; and

(c) increased safeguards that federal departments, agencies, and instrumentalities can
implement to better secure government-held personal data.

To carry out its work, the Task Force initially organized four working level subgroups: Criminal
Law Enforcement, Outreach and Prevention, Data Security (public and private sector), and
Legislative and Administrative Action. All of the Task Force member agencies have worked
together in close coordination to develop a coherent and comprehensive response to identity
theft. In addition, the Task Force conducted extensive outreach efforts, including soliciting
public comments on many of the issues under consideration by the Task Force. The public
comments that we received reflected the experiences and views of consumers, identity theft
victims, businesses, law enforcement officers, and many others, and will inform the Task Force’s
recommendations to the President.

Interim Recommendations

As I mentioned, the Task Force is still in the finat stages of completing the strategic plan
for presentation to the President. We anticipate that the recommendations will build on and
ensure effective coordination of robust efforts already under way to prevent identity theft, to
assist victims of identity theft, and to investigate and prosecute the identity thieves. We look
forward to sharing those final recommendations with this Committee in the coming months.
While the Task Force has been working on making final recommendations to-the President, we
also made some interim recommendations on September 19, 2006, on which [ can report today.
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The interim recommendations were intended to address steps that could be taken immediately to
combat identity theft, even before the full work of the Task Force was completed. Those
recommendations fall under three principal headings: prevention, victim assistance, and law
enforcement. Iam pleased to report that we have taken significant steps to implement these
recommendations already.

Prevention

The first four interim recommendations addressed improving government handling of
sensitive personal data:

Recommendation 1 involved establishing a data breach policy for the public sector. The
Task Force recommended that the Office of Management and Budget (OMB) issue to all federal
agencies the guidance generated by the Task Force that covers (a) the factors that should govern
whether and how to give notice to affected individuals in the event of a government agency data
breach that poses a risk of identity theft, and (b) the factors that should be considered in deciding
whether to offer services such as free credit monitoring.

I'am pleased to report that the OMB implemented this recommendation by distributing
the Task Force’s data breach guidance to-all agencies and departments within a day of the Task
Force issuing its interim recommendations. This was the first such guidance issued to federal
agencies on steps to be taken in the event of a breach. We are confident that, with that guidance,
agencies will be better equipped to effectively and quickly respond to data breaches and to
mitigate any harms that may arise as a result of a data breach.

Recommendation 2 involved improving data security in the public sector. The Task
Force recommended that OMB and the Department of Homeland Security. (DHS), through the
interagency effort already underway to identify ways to strengthen the ability of all agencies to
identify and defend against threats, correct vulnerabilities, and manage risks: (a) outline best
practices in the areas of automated tools, training, processes, and standards that would enable
agencies to improve their security and privacy programs, and (b) develop a list of the top 10 or
20 “mistakes™ to avoid in order to protect government information. These agencies have been
working diligently on this task over the last several months, and the OMB anticipates that the
resulting guidance will be issued in May 2007.

Recommendation 3 involved decreasing the use of Social Security numbers (SSNs) in the
public sector. To limit the-unnecessary use in the public sector of SSNs, the most valuable
consumer information for identity thieves, the Task Force recommended the following:

* The Office of Personnel Management (OPM), in conjunction with other agencies,
should accelerate its review of the use-of SSNs in-its collection of human resource data
from agencies and on OPM-issued papers and electronic forms, and take steps to
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eliminate, restrict, or conceal their use (including the assignment of employee
identification numbers, where practicable).

* OPM should develop and issue policy guidance to the federal human capital
management-community on the appropriate and inappropriate use of an employee’s SSN
in employee records, including the proper way to restrict, conceal, or mask SSNs in
employee records and human resource management information systems.

* OMB should require all federal agencies to-review their use of SSNs to determine
where such use can be eliminated, restricted, or concealed in agency business processes,
systems, and paper and electronic forms.

This recommendation, too, is in the process of being implemented. OPM is internally
conducting a review of all paper and electronic forms and taking steps to eliminate, restrict or
conceal SSNs where not needed. Most of the review is complete. Some mitigation plans and
activities have been completed but a large number of the actions will rely on the establishment of
a Unique Employee Identifier (UEID) that will replace the SSN as the primary key in Federal
employee records. OPM has conducted two agency-wide workgroup meetings to define the
scope, structure, and use of the UEID, and is developing requirements and concept-of-operations
documentation. )

In addition, OPM is updating 5 CFR 293:to improve guidance on the restriction,
concealment, and masking of SSNs in employee records and human resources information
systems. The updated regulation includes comments and suggestions from a cross-agency
workgroup and is currently being reviewed internally within OPM. Once completed, it will
undergo the normal regulatory process.

Finally, OMB has administered a government-wide survey to-assess the extent and nature
of agencies’ use of SSN; identify factors to consider when determining whether use of the SSN
is mission-essential and necessary to ensure program. integrity or national security; and evaluate
practical alternatives to use of the SSN. OMB anticipates agency review of its use of SSNs will
prompt action to reduce unnecessary use and address vulnerabilities. The survey was conducted
in coordination with OPM's evaluation on use of the SSN in employee records for the federal
buman capital management community. OMB is currently apalyzing agencies' responses to the
survey.

Recommendation 4 involved publication of a “routine use,” under the Privacy Act, for
disclosure of information following a breach. Specifically, to allow agencies to respond quickly
to data breaches, including by sharing information about potentially affected individuals with
other agencies and entities that can assist in the response, the Task Force recommended that all
federal agencies, to the extent consistent with applicable law, publish a new “routine use” for
their systems of records under the Privacy Act that would facilitate the disclosure of information
in the course of responding to a breach of federal data. The Department of Justice has already
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taken the lead in publishing such a routine use, and we anticipate that other agencies will soon
follow.

The fifth recommendation addressed development of alternate authentication methods.
Because developing reliable methods of authenticating the identities of individuals would make
it harder for identity thieves to access existing accounts and open new accounts using other
individuals’ information, the Task Force recommended that the Task Force hold a workshop or
series of workshops, involving academics, industry, and entrepreneurs, focused on developing
and promoting improved means of authenticating the identities of individuals.

We are pleased to report that the first workshop will be hosted by the FTC on April 23
and 24, 2007. That public workshop, "Proof Positive: New Directions in ID Authentication,”
will explore methods to reduce identity theft through enhanced authentication. The workshop
will facilitate a discussion among public sector, private sector, and consumer representatives, and
will focus on technological and policy requirements for developing better authentication
processes, including the incorporation of privacy standards and consideration of consumer
usability issues. The FTC is seeking public comments in planning the agenda for the workshop,
and is inviting parties interested in participating as panelists to notify the agency. The FTC is
also inviting comments on ways to improve authentication processes to reduce identity theft,
including, but not limited to, comments on the following questions:

How can individuals prove their identities when establishing them in the first place?
What are some current or emerging authentication technologies or methods -- for
example, biometrics, public key infrastructure, and knowledge-based authentication --
and what are their strengths and weaknesses?

To what extent do these technologies meet consumer needs, such as ease of use, and to
what extent do they raise privacy concerns?

Victim Assistance

Recommendation 6 involved expanding the types of restitution for identity theft victims.
One reason that identity theft can be so destructive to its victims is the sheer amount of time and
energy often required to remediate the consequences of the offense.  This may be time spent
clearing credit reports with credit-reporting agencies, disputing charges with individual creditors,
or monitoring credit reports for additional impacts of the theft. To allow identity theft victims to
recover for the value of time they spend in attempting to remediate the harms suffered, the Task
Force recommended that Congress amend the criminal restitution statutes to allow for restitution
from a criminal defendant to an identity theft victim, in an amount equal to the value of time ..
reasonably spent by the victim attempting to remediate the intended or actual harm incurred from
the identity theft offense. The Department transmitted that proposed amendment to Congress on
October 4, 2006. We look forward to working with this Committee to ensure that those
amendments are enacted into law.
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Law Enforcement

Recommendation 7 involved development of a universal police report. The Task Force
recommended that the FTC and other Task Force members develop a universal police report,
which an identity theft victim can complete, print, and take to any local law enforcement agency
for verification and incorporation into the police department’s.report system. This
recommendation is intended to ensure that victims can readily obtain the police reports that they
need to take steps to prevent the misuse of their personal information by identity thieves, and to
ensure that their complaint data are entered in a standardized format that will allow complaints to
flow into a central complaint database and that thereby would assist law enforcement officers in
responding to such complaints.

This recommendation, too, has been implemented.  The FTC posted the standard police
report form on its website in October 2006. The formis based on the online complaint form
found at- www.ftc.gov/idtheft, and when printed by the consumer, can be used as the basis fora
police report. The FTC and others are publicizing the form's availability to law enforcement; and
encouraging police departments to refer identity theft victims to the form. Use of the form
should streamline the efforts for law enforcement, and enable more victims to obtain police
reports, and continue their efforts to restore their good name.

LR

In conclusion, we welcome this Subcommittee’s interest in the problem of identity theft,
and look forward to working with the Subcommittee and Committee in the future.

Madam Chairman, that concludes my prepared remarks. I would be pleased to take
questions from you and other members of the Subcommittee.

10~
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: COMMITTEE ON THE JUDICIARY
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Mazch 21, 2007

Chairman Feinstein and Ranking Member Kyl:

We very much appreciate the opportunity to share with you our views about how hard disc
drive full disc encryption, broadly deployed in laptop and desktop computers, can offer an
innovative solution to. the growing identity theft problem. As you no doubt will learn from the
testimony you receive today, no one solution can solve the identty theft problem. Individuals,
businesses, and the government will need to adopt 2 variety of best practices. By deploying advanced
technology and employing common sense ‘practices (such as using good passwords), they can
substantially lessen the risk that sensitive personally identifiable information will be lost or stolen.

Seagate Technology. As the wotld’s leading provider of hard disc dtives, we know well the
financial and societal risks of data loss. Last year, we shipped approximately 160 million hard disc
drives, which are installed in every major PC brand putchased in the United States. We provide
drives for enterprise, desktop, mobile computing, and consumet . electronics applications. With
approximately 54,000 employees world wide, including 2,777 at our fout offices in California, we
continue to grow our hard disc drive business. We have a deep appreciation for how best to protect
highly sensitive data. And we share your goal of developing innovate ways of protecting sensitive
personally identifiable information, such as social security numbers.

Full Disc Encryption. We are leading an industry-wide effort to develop standatds for hard
dtive-based full disc encryption (FDE) as a way of implementing secutity on the hard drive, rather
than through separate softwate: In our view, the hard drive is the ideal place to implement security
for data-at-rest (that is, when a computer is turned off) because the intetnal operations of the drive
are sealed from other elements of a computing system and the dtive functions: automatically to
secute information without human intervention. It thus can compensate fof human etror. -
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By facilitating security of data where it is already stored, hard drive-based FDE can better
protect data against theft or loss. The encryption keys ate sealed and protected within the hard disc
drive, are never exposed off of the drive and never appear in the clear or in any readable format on
the drive. Because there is no “back door,” no one except an authorized user of a device can gain
access to data stored on the hard drive. A hard drive implementing full disc encryption costs about
the same as software encryption sold on a licensed, per-user or pet-device basis during yeat one and
significantly less in subsequent years. (A hard dtive is purchased once; by contrast, software includes
an upfront cost and annual software maintenance fees.) We thus anticipate that hard drive-based
FDE will become an increasingly popular means of protecting sensitive data.

Applications. Our DriveTrust™ technology can protect highly sensitive data-at-rest from
theft or inadvertent disclosure. The technology can be used to make any data stored on a stolen or
lost notebook unreadable and unusable forever. Thus, for example, if a government or corporate
computer containing millions of petsonal records were lost or stolen, it would be nearly impossible
fot the thief, however sophisticated, to access the information inside the computer without knowing
the password. .

Although much press attenton has focused on data’losses involving lost or stolen
computets, sensitive personal data also can be compromised when old computers are junked. Today,
IT departments spend a great deal of time wiping clean existing hard dfives at the end of their useful
life in order to ensure sensitive data is not. inadvertently compromised. Those drives often sit,
unsecured, in closets awaiting destruction or “repurposing,” thereby providing thieves an
opportunity to steal data in' an easily accessible format. Our DriveTrust™  technology can
automatically repurpose existing laptops or desktops or deny access to data when computers reach
the end of their useful life. There is no need to smash a drive with 2 hammer or to use special
software to wipe it clean. By simply changing the enctyption key on the disc, all stored data is
instantaneously rendered unreadable and unusable forever--saving both time and money.

Recommendation. In- drafting data security and identty theft legislation, the Senate
Judiciary Committee should provide a safe harbor for any agency, or business entity engaged in
interstate commerce, that (a) uses, accesses, transmits, stotes, disposes-of, or. collects sensitive
petsonally identifiable information and (b) deploys hard disc drive-based full disc encryption’ to
protect it as part of a comprehensive suite of data protection efforts. By encouraging government
agencies and corporate entities to invest in hard drive-based full disc enctyption and to adopt
common-serise practices, the Committee: can substantally reduce the risk that government and
corporate laptop and desktop computers will be a source of identity theft.

Thank you for considering our views.



